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ARTICLE INFO ABSTRACT 
 Artificial intelligence (AI) is poised to revolutionize the automotive industry 

through the development of fully autonomous vehicles. Self-driving cars 
powered by AI have the potential to dramatically improve road safety, reduce 
traffic congestion, increase mobility access, and transform transportation as we 
know it. However, the deployment of AI in vehicles also presents significant 
technological challenges that must be overcome, raises complex ethical 
considerations, and creates novel regulatory issues that policymakers will need 
to address. This paper provides an overview of the key opportunities and 
benefits of AI-driven autonomous vehicles, discusses the major challenges and 
open problems that remain to be solved, and explores the regulatory landscape 
and policy implications surrounding self-driving cars. We argue that while 
autonomous vehicle technology is rapidly advancing thanks to breakthroughs in 
AI, there are still substantial challenges to be overcome before fully self-driving 
cars can be safely deployed at scale. Policymakers will need to create new 
regulatory frameworks and standards to govern the testing and deployment of 
autonomous vehicles, address issues of liability and insurance, ensure safety and 
security, and promote public trust in the technology. With the right 
technological developments and policy choices, autonomous vehicles could yield 
immense benefits to society, but concerted collaboration between industry, 
academia, and government will be essential to realize this potential. 
 
Keywords: artificial intelligence; autonomous vehicles; self-driving cars; deep 
learning; computer vision; robotics; regulation; policy; ethics; safety 

 
1. Introduction 

 
Recent years have seen dramatic advances in artificial intelligence (AI) and its application to the 
development of autonomous vehicles (AVs). Thanks to breakthroughs in areas such as deep learning, 
computer vision, sensor fusion, and robotic control, cars are rapidly gaining the ability to perceive their 
environment, make decisions, and control their motion without human input. Autonomous driving 
technology promises to revolutionize transportation by improving safety, accessibility, efficiency, and 
convenience. However, it also poses complex technological, ethical, and regulatory challenges that must be 
addressed. 
The potential benefits of self-driving cars are substantial. By eliminating human error, which is a factor in 
over 90% of current accidents, AVs could dramatically reduce crash fatalities and injuries [1]. Autonomous 
cars could also reduce traffic congestion and emissions through more efficient routing, smoother traffic flow, 
and the enabled adoption of alternative fuels. AVs may increase mobility for those unable to drive 
themselves, such as the elderly and disabled. The technology could also facilitate car sharing, change land use 
and parking needs, and enable new transportation business models [2]. 
However, much work remains to perfect self-driving technology and validate its safety and reliability. 
Autonomous driving is an immensely complex challenge, requiring vehicles to navigate unpredictable road 
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conditions and interact with human drivers, pedestrians, and other agents. It relies on advanced sensors and 
AI systems to accurately perceive the environment in real-time, predict the actions of other road users, make 
safe and appropriate decisions, and execute precise vehicle control. Key open challenges include handling 
adverse weather and road conditions, responding to complex and rare "edge cases", ensuring the robustness 
of AI perception and decision-making systems, and validating system safety [3]. 
The deployment of AI-based autonomous vehicles also raises significant legal and regulatory issues. Existing 
frameworks governing vehicles and transportation will need to be updated for the AV era. Critical policy 
issues to be addressed include AV safety validation and testing standards, liability and insurance regimes, 
data privacy and security, human-machine interface requirements, and maintenance and inspection 
protocols [4]. The transition to self-driving cars will also have implications for licensing and training, law 
enforcement, infrastructure, land use, and public transit that must be managed. 
Public trust and acceptance of autonomous vehicles will be key to their ultimate adoption. Highly publicized 
AV accidents have raised concerns about the safety and reliability of the technology [5]. Polls indicate that a 
majority of the public is currently wary of riding in self-driving cars [6]. For AVs to gain widespread 
acceptance, the public must be convinced that the technology is safe and secure, that appropriate regulations 
and accountability measures are in place, and that the benefits outweigh any risks and disruptions. 
The goal of this article is to provide an overview of the current state, key challenges, and regulatory issues 
surrounding the use of AI in autonomous vehicles. Section 2 reviews the core AI technologies enabling AVs 
and the potential benefits of the technology. Section 3 discusses the major technical challenges and open 
problems that must still be solved to enable safe widespread AV deployment. Section 4 examines key policy 
and regulatory issues raised by AVs and ongoing government efforts to address them. Section 5 concludes 
with a summary and recommendations for the field. 
 

2. AI Technologies for Autonomous Driving 
 

2.1 Core Autonomous Driving Capabilities 
Autonomous vehicles rely on AI to perform four core functions: perception, prediction, planning, and control 
[7]. Perception involves using sensors and computer vision algorithms to detect and categorize objects in the 
vehicle's environment, such as roads, lanes, signs, traffic lights, vehicles, pedestrians, obstacles, etc. 
Prediction aims to anticipate the likely future motions of detected objects to inform the AV's decision 
making. Planning involves choosing vehicle behaviors and paths to execute based on the AV's perception and 
prediction. Control translates decisions from the planning stage into acceleration, braking, and steering 
commands to the vehicle's actuators. AI plays a key role in each of these stages. 
 
2.2 Key Enabling Technologies 
A range of AI technologies enable autonomous driving capabilities, including: 
● Deep learning: Deep neural networks (DNNs) have become the dominant approach for many AV 

perception tasks, such as object detection, semantic segmentation, and classification [8]. Convolutional 
neural networks excel at visual recognition, while recurrent neural networks can process sequential data 
for prediction. Reinforcement learning can be used to train driving policies. 

● Computer vision: AVs rely heavily on computer vision algorithms to interpret raw sensor data from 
cameras. Techniques such as feature extraction, object detection, semantic segmentation, depth 
estimation, visual odometry, and sensor fusion turn pixels into actionable perceptual knowledge [9]. 

● Robotics and control: AVs employ techniques from robotics and control theory, such as simultaneous 
localization and mapping (SLAM), path planning, obstacle avoidance, and feedback control to make 
driving decisions and execute vehicle motion [10]. 

● Simulation: Photorealistic simulation environments and game engines are used heavily to train and test 
AV systems. Simulation allows AI models to learn from vast amounts of synthesized data and safely test 
dangerous or rare scenarios [11]. 
 

Table 1 summarizes some key AI techniques used in major AV subsystems. 
AV Subsystem Example AI Techniques 

Perception - Convolutional neural networks for object detection and classification- Recurrent neural networks 
for temporal modeling- Semantic segmentation for scene understanding- Sensor fusion algorithms 

Prediction - Recurrent neural networks for trajectory prediction- Gaussian mixture models and hidden 
Markov models- Inverse reinforcement learning for behavior modeling 

Planning - Reinforcement learning for decision making- Imitation learning from human demonstrations- 
Probabilistic graphical models for reasoning- Optimization-based motion planning 

Control - Deep reinforcement learning for end-to-end control- Model predictive control and feedback 
linearization- Adaptive control and robust control methods 

 
2.3 Levels of Automation 
The Society of Automotive Engineers (SAE) has defined six levels of driving automation, ranging from Level 
0 (no automation) to Level 5 (full automation) [12]: 



Dr. Nirvikar Katiyar/ Kuey, 30(4), 2373 

 

● Level 0 (No Automation): The human driver is responsible for all aspects of driving. 
● Level 1 (Driver Assistance): The vehicle can assist with some functions, such as adaptive cruise control or 

lane keeping, but the human driver is still responsible for most aspects of driving and monitoring the 
environment. 

● Level 2 (Partial Automation): The vehicle can control both steering and acceleration/deceleration in 
certain situations, such as highway driving. The human driver must still actively monitor the environment 
and be ready to take over at any time. 

● Level 3 (Conditional Automation): The vehicle can handle all aspects of driving in certain situations, such 
as traffic jams. The human driver can disengage but must be ready to intervene when requested by the 
system. 

● Level 4 (High Automation): The vehicle can handle all aspects of driving in most situations without 
requiring human intervention. The vehicle may request human intervention in some edge cases (e.g. off-
road driving). 

● Level 5 (Full Automation): The vehicle can handle all aspects of driving in all situations without ever 
requiring human intervention. 

 
Currently, vehicles with Level 1 and 2 driver assistance features are widely available, while several companies 
are testing Level 4 vehicles in limited settings. Experts believe that restricted Level 4 AVs (e.g. geofenced 
automated taxis) will arrive before Level 5 AVs due to the immense difficulty of handling all possible driving 
scenarios [13]. The transition from Level 2 to Level 4+ will likely be gradual as the technology matures and 
AVs become able to handle a growing fraction of driving tasks. 
 
2.4 Technological Readiness 
While rapid progress is being made, autonomous vehicle technology is still far from mature. Currently, no 
fully autonomous (Level 5) vehicles are available to consumers, and AVs are primarily limited to testing by 
technology companies and auto manufacturers. Most AV testing is occurring in relatively constrained 
environments, such as highways, urban centers, and geofenced areas. 
A 2021 study by RAND Corporation assessed the technological readiness level (TRL) of AV technology across 
different operational design domains (ODDs) [14]. The study found that for highway driving under 
daytime/fair weather conditions, AVs are at a TRL of 6-7 (system/subsystem model or prototype 
demonstration). However for more challenging ODDs, such as urban driving or nighttime/inclement 
weather, AVs are still at a TRL of 3-5 (analytical/laboratory studies to component validation). 
Key remaining challenges to advancing AV technological readiness include improving sensors and perception 
algorithms for full 360° awareness, expanding world models and ontologies, hardening AI decision making 
for rare events and complex scenarios, establishing testing and validation protocols for safety assurance, and 
ensuring cyber security and resilience. We discuss these challenges in more detail in Section 3. 
 
2.5 Benefits of Autonomous Vehicles 
The successful deployment of AI-powered autonomous vehicles at scale would yield substantial benefits to 
society. Key potential advantages of AVs include: 
● Safety: AVs have the potential to drastically reduce traffic accidents caused by human error, fatigue, and 

impairment. NHTSA estimates that 38,824 people died in US traffic crashes in 2020, and 1.35 million 
people are killed globally each year [15][16]. Studies suggest that AVs could reduce crash fatalities by up to 
90% [17][18]. 

● Efficiency: AVs could enable smoother traffic flow, reduce congestion, and optimize routing through AI. 
Simulation studies have found that AVs could increase highway capacity by 50-80% compared to human-
driven vehicles [19]. AVs could also interface with intelligent transportation systems and smart city 
infrastructure. 

● Accessibility: Autonomous vehicles could provide mobility to people unable to drive, such as the elderly, 
disabled, and youth. This could substantially improve quality of life and access to jobs, healthcare, and 
social activities for these groups. There are 49.2 million Americans over age 65 and 53 million with some 
form of disability [20][21]. 

● Convenience: AVs could free up time wasted driving and searching for parking. An estimated 6.9 billion 
hours are lost to traffic congestion annually in the US alone [22]. Self-driving vehicles could allow people 
to work, relax, or socialize while traveling. 

● Safety: Human error is responsible for 94% of serious crashes according to NHTSA [23]. AVs could 
eliminate many of these accidents caused by human mistakes, fatigue, or impairment. 

● New business models: AVs could enable new transportation models, such as automated mobility-on-
demand and vehicle sharing. This could reduce individual vehicle ownership and free up land used for 
parking [24]. AVs could also spur development of new applications, such as automated logistics and last-
mile delivery. 

● Environmental quality: AVs are expected to be largely electric, reducing direct emissions. Their efficiency 
could also reduce net emissions even accounting for higher power demands. Additionally, smoother 
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traffic flow from AVs lowers wasteful braking and acceleration. A study estimated that AVs could lower 
fuel consumption by 15-40% compared to conventional vehicles [25]. 
 

Table 2 summarizes some key projected benefits of autonomous vehicles at scale. 

Benefit Area Potential Impacts 

Safety - 90% reduction in crash fatalities- Elimination of accidents due to human error, 
impairment, distraction 

Efficiency - 50-80% increase in highway capacity- Smoothed traffic flow and reduced 
congestion- Optimized routing and traffic management 

Accessibility - Expanded mobility for elderly, disabled, and underserved- Potential for lower-cost 
transportation options 

Convenience - Productive or relaxing time in vehicle vs. driving- Reduced parking hassles and 
costs 

Environment - Reduced emissions from efficiency and electrification- Enabler for shared 
mobility and reduced vehicle ownership 

Land Use - Reclaimed parking spaces for other uses- Altered urban development patterns 

 
3. Challenges for AI Autonomous Driving Systems 

 
3.1 Overview of Key Challenges 
While autonomous driving technology has advanced rapidly, significant challenges still remain that must be 
overcome before AVs can be safely deployed in most real-world conditions. Key issues include: 
● Safe handling of edge cases: AVs must be able to deal with the "long tail" of rare and complex situations 

that can arise in driving, such as road work, accidents, extreme weather, and unpredictable behavior by 
other road users. These edge cases are challenging for current AI systems [26]. 

● Robustness and reliability: AV systems must be extremely reliable and robust, with fail-safes and 
redundancies to handle component failures and adverse conditions. Even minor perception or decision 
making errors can have catastrophic consequences in driving. Establishing high confidence in AV 
robustness is challenging. 

● Generalization and adaptability: AVs are usually trained and tested in a limited set of environments and 
conditions. However, they must be able to safely generalize to novel settings and adapt to changing and 
unpredictable situations on the road. 

● Difficulty of testing and validation: Demonstrating that an AV system is safe is extremely challenging due 
to the rare nature of serious accidents. Billions of miles of testing may be required to statistically validate 
AV safety with high confidence [27]. Additionally, the complexity of AI systems makes them difficult to 
exhaustively test and verify. 

● Interaction with human driven vehicles: AVs must be able to safely interact and coordinate with human-
driven vehicles during a long transition period. Human behavior is often unpredictable and does not 
always follow traffic rules. Interpreting the subtle cues and unspoken rules of the road can be challenging. 

● Social and ethical considerations: AVs will inevitably face moral dilemmas, such as how to choose 
between two bad outcomes in an unavoidable accident. Encoding human values and social norms in 
driving is challenging. AVs must be socially acceptable to human drivers and pedestrians. 

● Fleet management and maintenance: Managing large fleets of AVs will require remote monitoring, 
dispatching, maintenance, and rapid response to issues. AVs are complex systems that must be kept in 
good condition to ensure safe operation. 

● Cyber security: AVs are at risk of cyber-attacks that could allow hackers to take control of vehicles or 
manipulate their sensors, with potentially deadly consequences. Securing AV systems against intrusion 
and manipulation is crucial for safety [28]. 

We examine several of these challenges in greater depth below. 
 
3.2 Perception Robustness 
Robust perception is critical for AVs - the vehicle must be able to accurately detect and understand its 
surroundings in a wide range of conditions to enable safe decision making. AV perception relies heavily on 
computer vision techniques applied to cameras, lidar, and radar. Deep learning has become the dominant 
approach for many perception tasks, such as object detection, semantic segmentation, depth estimation, and 
sensor fusion. 
While deep neural networks can achieve impressive accuracy on perception tasks, they lack the robustness of 
human perception. They can fail catastrophically in response to input perturbations imperceptible to 
humans, such as adversarial examples, and struggle to handle out-of-distribution data [29]. Their complex 
nonlinear nature also makes them difficult to fully test and verify. 
Ensuring and validating the robustness of deep learning perception systems to the full range of conditions 
AVs will encounter is a major open challenge. Perception must be reliable in adverse weather, lighting, and 
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road conditions, in the presence of sensor uncertainty and noise, and when faced with novel or ambiguous 
scenes. Rare classes of objects and unusual configurations are often not represented in training data. 
A variety of techniques are being explored to improve DNN robustness, such as generating challenging and 
adversarial test cases, physically-based image augmentations, redundant and diversified network 
architectures, and simulated domain randomization [30]. Still, further work is needed to enable quantitative 
confidence estimates, probabilistic predictions, interpretability, and graceful degradation in AV perception 
systems. 
 
3.3 Behavior Planning and Decision Making 
Behavior planning and decision making are another key challenge for AVs. Based on its understanding of the 
scene from perception, the AV must select appropriate high level behaviors (such as lane changes, turns, and 
yields) and make real-time decisions to safely and efficiently navigate. However, the space of possible 
decisions in driving is vast, and scenarios often involve multiple agents interacting in complex ways. The 
consequences of wrong decisions can be dire. 
Rule-based and model-based methods struggle with the full complexity of real-world driving scenarios. 
Recently, learning-based approaches using deep reinforcement learning (DRL) and imitation learning (IL) 
have shown promise for training driving policies in an end-to-end manner [31]. However, the sample 
inefficiency of DRL and the distributional shift issues of IL remain challenges for real-world deployment. 
Ensuring the safety of complex learned policies is a key issue. It is difficult to exhaustively define a "safe" 
behavioral space, and learned strategies may exploit gaps in their training to produce unsafe actions. 
Constrained optimization techniques, safety envelopes, and shielded learning aim to restrict the policy space 
to safe behaviors [32]. Still, a learned policy may not cover the full distribution of real-world scenarios. 
Another challenge is interaction and coordination with human drivers, who often behave in locally irrational 
but socially expected ways, and may react unpredictably to AVs. Techniques from multi-agent RL, game 
theory, and cognitive science may help create policies for safer interaction. However, modeling and 
predicting the full complexity of human behavior is extremely difficult. 
Interpretability and explain ability of AV decision making is also important for transparency, accountability, 
and debugging. Deep learning policies are largely opaque, making it hard to understand the reasoning behind 
their decisions. Techniques to visualize activations, explain critical factors, and translate policies to human-
readable rules are active areas of research [33]. 
 
3.4 Validation and Safety Assurance 
Demonstrating that an autonomous vehicle is safe enough for deployment at scale is a major challenge. The 
extremely low frequency of crashes in human driving means that billions of miles of real-world testing would 
be required to statistically validate the safety of an AV system with high confidence [27]. Simulation can 
accelerate testing, but the difficulty of faithfully modeling the full diversity and complexity of real-world 
scenarios limits its applicability. 
Formal verification techniques aim to mathematically prove that an AV system satisfies specified safety 
properties. However, the complexity of deep learning components makes complete formal specification and 
verification extremely challenging. Practical formal methods often focus on simpler sub-components or 
abstract system models. 
Real-world safety validation will likely require a combination of testing, simulation, and limited formal 
analysis. Defining standardized testing and acceptance criteria for AVs is an open challenge. NHTSA has 
released draft guidance and frameworks for AV safety assurance, but specific processes and metrics are still 
needed [34]. 
Some researchers have proposed alternative paradigms, such as "safety by design" architectures that aim to 
constrain the AV system to a known-safe behavioral envelope [32], and "blame-worthy" AI systems that can 
explain and accept responsibility for their mistakes to build public trust [35]. However, these approaches 
have not been fully proven in practice. 
Beyond pure safety, AVs must also be validated for security, privacy, maintainability, and other quality 
attributes. Demonstrating that AVs will behave in socially and ethically acceptable ways is another key 
challenge. Ultimately, establishing public confidence in AV safety and benefits through a combination of 
rigorous engineering, testing, oversight, transparency, and accountability will be critical. 
 
3.5 Infrastructure and Connectivity 
The deployment of autonomous vehicles at scale will require substantial investments in smart infrastructure 
and connectivity. AVs rely on high definition maps and will benefit from smart roads embedded with sensors, 
signs, and communications capabilities. Cellular 5G and vehicle-to-everything (V2X) connectivity will enable 
AVs to share data with each other and with infrastructure to enable cooperative perception and maneuvering. 
Challenges in this area include the capital costs of upgrading infrastructure, resolving communication 
standards and protocols, ensuring coverage and reliability, and managing the huge amounts of data 
generated. Privacy and security of vehicle communications is also a major concern - AVs could become 
surveillance platforms, and vehicle-to-vehicle messages must be authenticated to prevent spoofing and 
tampering. 
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Table 3 summarizes the key challenges in different aspects of AV development. 

Challenge Area Key Issues 

Perception - Robustness to adverse conditions (weather, lighting, sensor noise)- Graceful 
degradation and uncertainty estimation- Handling rare and novel object types 
and scenes 

Decision making - Driving policy learning and safety assurance- Interaction and coordination with 
human-driven vehicles- Interpretability and explain ability of decisions 

Validation - Astronomical testing requirements for statistical proof of safety- Infeasibility of 
formal verification for learning-based components- Defining standardized testing 
and acceptance criteria 

Cyber security - Vulnerability to remote hacking and adversarial attacks- Securing internal 
networks and external V2X communications- Over-the-air software update and 
configuration management 

Infrastructure - Capital-intensive deployment of smart roadways and connectivity- 
Standardization of V2X communication protocols and data formats- Mapping 
and localization in GPS-denied environments 

 
4. Regulatory and Policy Issues 

 
4.1 The Need for AV Regulations 
The radical technological shift of artificial intelligence in autonomous vehicles has created a range of novel 
regulatory challenges and policy issues. Existing rules and oversight mechanisms governing human-driven 
vehicles are not well suited for AVs. Fundamentally new frameworks and standards are needed in areas such 
as safety validation, accountability, data protection, human-machine interaction, and more. 
A robust regulatory framework for AVs must ensure their safe development, testing, and deployment, protect 
public welfare and individual rights, promote innovation and competition, and build public trust in the 
technology. Finding the right balance between protecting the public, fostering innovation, and avoiding over-
regulation is a key challenge. 
The landscape of AV regulations today is fragmented and rapidly evolving. A patchwork of state-level rules in 
the US governs AV operations, while the federal government has so far taken a largely non-regulatory 
approach focused on voluntary guidance. Internationally, governments are also actively developing AV 
regulations and standards, but approaches vary widely. Harmonizing AV rules across jurisdictions will be 
important to enable wide deployment. 
Some key regulatory issues and challenges surrounding AVs are discussed below. In general, regulators 
continue to grapple with the best approaches to oversee the safe development and deployment of an 
unproven, transformative, and rapidly progressing technology, with massive upside potential but also risks 
and uncertain impacts. 
 
4.2 Safety and Testing 
Ensuring the safety of autonomous vehicles is the paramount challenge for regulation. AVs must be 
demonstrated to be safe enough for deployment on public roads, but there are no established methodologies, 
metrics, or thresholds for determining AV safety. Regulators are grappling with how to validate the safety of 
complex AI systems and establish evidence-based testing protocols and acceptance criteria for AVs. 
In the US, NHTSA has released voluntary guidance on AV safety, but there are no binding federal standards. 
Some states have created testing permit processes, but safety requirements and oversight approaches vary. 
NHTSA has signaled it intends to eventually create binding rules and a safety framework, but this will take 
time. In the meantime, companies are largely self-certifying the safety of their AV development testing. 
Internationally, governments are creating safety validation frameworks and beginning to mandate certain 
design principles and testing requirements. For example, Singapore requires AVs to pass a safety evaluation 
before on-road testing, and China mandates remote monitoring capabilities. The EU has proposed an AV 
safety assessment framework based on audit, simulation, and real-world testing. The UN is also working to 
extend vehicle regulations to cover AV safety, security, and performance. 
Key open questions in AV safety regulation include how to validate AVs for operation in their intended 
domains, what mix of simulation, closed-course, and on-road testing should be required, how to define and 
measure AV safety compared to human driving, and what level of transparency and data sharing to require. 
Flexible regulatory approaches that can adapt to the rapid advancement of AV technology while maintaining 
safety rigor will be essential. 
 
 
4.3 Liability and Insurance 
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The shift to AVs will disrupt auto insurance and liability regimes based on human driver fault. When an AV 
crashes, who is liable - the operator, owner, automaker, software provider, or others? How will liability be 
determined and apportioned when control is shared between human and machine? What data and evidence 
will be required to assess fault? How will insurance products and rates handle AVs? 
Currently, there are no federal laws in the US specifically governing AV liability and insurance. Some states 
have addressed these issues in AV testing rules - e.g. by requiring operators to take liability or mandating 
certain insurance coverage [36]. The SELF DRIVE Act, federal legislation considered but not passed by 
Congress, contained liability protection for AV developers. Broader federal regulation of liability will likely be 
needed as AV deployment scales. 
Other key issues include how to handle liability mismatches between AV and human driving (since AVs will 
not have a human driver to blame), potential needs for no-fault insurance systems, managing risk 
concentration with fleet ownership, impacts on insurance rates, and more. Insurers are actively exploring 
new models for AV underwriting and claim. 
 
4.4 Certification and Licensing 
AVs will require updates to vehicle certification processes and driver licensing. Currently, US DOT 
certification of vehicles via FMVSS does not cover AVs, and state licensing of human drivers does not apply. 
New approaches will be needed to certify the safety of AV systems and components, and to authorize their 
operation. Key questions include what level of testing and validation should be required for certification, how 
to handle the rapid pace of AV software updates and learning, whether to create AV-specific FMVSS, and the 
balance between self-certification and government approval. 
On licensing, AVs will eventually obviate the need for human drivers to be licensed. However, in the interim, 
regulators must define licensing and training requirements for AV test operators and safety drivers. So far, 
US states have taken varying approaches, with some accepting automaker training programs and others 
mandating additional road testing and certification. Oversight of remote AV operators and the human-
machine interface will also need to be considered. 
 
4.5 Ethics and Equity 
Autonomous vehicles will inevitably face moral dilemmas and value-laden choices, creating difficult issues 
for regulation. In the classic "trolley problem", an AV may have to decide between two paths that each result 
in harm - for example, staying course and hitting several pedestrians or swerving and killing the vehicle 
occupant. Such ethical quandaries have generated much debate about how to encode human values and 
moral frameworks in AV decision making. 
Most ethicists agree there are no easy universal answers, and that the ethical principles programmed into 
AVs must be transparent and accepted by society. Germany has defined 20 ethical rules for AVs, such as not 
discriminating between individuals in unavoidable accidents. The EU is also examining approaches to align 
AV behavior with human ethics. Regulators will need to decide whether to mandate certain ethical standards 
or leave automakers to make their own judgments. 
The societal impacts and equitable access to AVs is another major consideration. AVs could reduce mobility 
costs and expand transportation access for disadvantaged groups if they are made widely available and 
affordable. However, AVs could also worsen transportation inequities if only accessible to the wealthy. 
Impacts on public transit, jobs, urban development, and other areas must also be managed. Proactive policies 
to ensure AVs benefit all of society will be important. 
 
4.6 Privacy and Security 
AVs will generate vast amounts of data on the location and behavior of travelers, raising significant privacy 
concerns. Strong data rights and protections must be put in place to govern how AV data can be collected, 
shared, and used. The EU's GDPR provides a model framework that requires user consent, data 
minimization, and other protections. 
The SELF DRIVE Act would have established basic federal privacy standards for AV data in the US. States 
are also considering model legislation, and NHTSA is assessing approaches. Automakers have developed 
voluntary privacy principles. Key issues to address in privacy regulation include transparency on data 
practices, user consent and control, data sharing and sale, secondary uses, and data retention. 
AV cyber security is another critical regulatory issue. AVs are complex software-driven systems vulnerable to 
hacking and cyber threats. Attacks on AVs could allow vehicles to be remotely controlled, crashed, or used for 
terrorism. Strong security regulations, standards, and oversight will be essential. NHTSA has published best 
practices for vehicle cyber security, and Congress has considered legislation to require cyber security plans 
from automakers [37]. Regulators must carefully balance security with privacy and safety considerations. 
 
4.7 Federal vs. State Regulation 
The division of AV regulatory responsibilities between federal and state governments is a key issue in the US. 
Vehicle safety and performance is traditionally regulated at the federal level, while states handle driver 
licensing, insurance, and local traffic laws. AVs blur this line and will ultimately require a consistent national 
framework, but with flexibility for state policies. 
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So far, NHTSA has issued voluntary federal guidance on AV safety, but regulation has been largely left to 
states. Over 40 states have enacted AV legislation or executive orders, resulting in an inconsistent patchwork 
of rules. The SELF DRIVE Act aimed to clarify federal and state roles, but did not advance in Congress. 
Resolving this issue and harmonizing regulations across states will be important for wide scale AV 
deployment. 
Some argue for strong federal safety standards and oversight to ensure consistency and public confidence in 
AVs. Others favor maintaining state flexibility to experiment with different approaches and adapt to local 
needs. Potential models include federal minimum safety and performance requirements, with states 
retaining authority over licensing, insurance, infrastructure, and traffic laws. Ongoing federal-state 
coordination and collaboration on AV policy will be essential. 
 

Table 4 summarizes the key regulatory issues and challenges for AVs. 

Issue Area Key Challenges 

Safety - Defining validation methods, metrics, and thresholds for AV safety- Balancing safety 
rigor with innovation and development pace- Adapting regulations to rapidly 
advancing technology 

Liability - Determining and apportioning responsibility in crashes (operator, owner, OEM, 
etc.)- Adapting insurance models and products for AVs- Handling liability mismatches 
between human-driven and autonomous vehicles 

Licensing - Defining training and certification requirements for AV operators- Determining role 
and oversight of remote supervisors- Harmonizing state-level licensing frameworks 

Ethics - Encoding societal values and priorities in AV decision making- Preventing 
inequitable distribution of risks and benefits- Ensuring transparency and public input 
in policy choices 

Privacy - Protecting personal travel data collected by AVs- Regulating secondary uses and 
sharing of AV data- Balancing privacy with needs for data access (safety, insurance, 
law enforcement) 

Security - Mandating cyber security standards and best practices for AVs- Monitoring and 
responding to evolving cyber threats- Oversight of AV maintenance and configuration 
management 

 
5. Conclusion and Recommendations 

 
Autonomous vehicles enabled by artificial intelligence have the potential to transform transportation, 
reducing accidents, congestion, and emissions while improving access and productivity. Remarkable 
technological progress is being made by industry and academia to bring self-driving vehicles to reality. 
However, this paper has shown that significant technical challenges remain that must be solved to create 
highly robust, reliable, and generalizable AV systems that can handle the full complexity of real-world 
driving. Major open problems span perception, decision making, interaction, security, validation, 
infrastructure, and more. 
At the same time, AVs are creating a range of novel regulatory challenges around safety, accountability, 
ethics, equity, privacy, and liability. Significant work is needed to create comprehensive policy frameworks 
that ensure the safe development and deployment of AVs while promoting innovation and protecting the 
public interest. 
 
Based on the analysis in this paper, we make several recommendations for the field: 
● Increased research and development efforts are needed to advance core AV capabilities like perception, 

prediction, behavior planning, and control to the level of robustness and reliability required for safe 
scalable autonomy. Breakthrough innovations and fundamental science are still needed. 

● New methodologies, metrics, tools, and best practices must be developed for the testing, evaluation, and 
assurance of AV safety. Simulation, closed-course testing, and limited public pilots should be leveraged to 
accelerate progress and build evidence for safety. 

● Robust regulatory frameworks for AVs should be created, balancing safety with innovation. A consistent 
national approach with differentiated federal and state roles would provide clarity. AV-specific standards 
for safety validation, vehicle certification, driver licensing, insurance, data privacy, and cyber security are 
needed. 

● Sustained collaboration between industry, academia, and government is essential to make rapid progress 
on the technology while ensuring safety and responsible development. Strategic public-private 
partnerships, data sharing, and policy coordination will accelerate advances. 

● Proactive efforts should be made to understand and shape the societal impacts of AVs to ensure equitable 
access and benefits. Policies to mitigate potential downsides and smooth the transition for displaced 
workers may be needed. 
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With focused efforts to overcome the remaining technological and regulatory challenges, autonomous 
vehicles could become a safe, sustainable, and accessible reality within the next decade, ushering in a new era 
of transportation. Realizing this potential will require ongoing innovative research, thoughtful policymaking, 
and multi-stakeholder cooperation. The impacts would be transformative for mobility, society, and the 
economy. Now is the time for concerted action to bring this vision to fruition. 
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