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ARTICLE INFO ABSTRACT 
 DNA sequences are differing with respect to their size in billions of nucleotides 

range. Pattern matching is significant for information processing in computer 
field in identifying the functional and structural behaviour of genes. In this 
proposed study, the pattern matching of sequences have been performed for 
the large set of DNA sequences. The pattern matching is effectively performed 
by using the Fast Reliable Cartesian Tree Algorithm (FRCT), where patterns 
are encoded and shifting patterns are enhanced which reduces the 
computational time and assures high reliability. The proposed algorithm shows 
better pattern matching in terms of execution time compared with various 
existing strategies performed on suitable large DNA sequences dataset. 
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I. Introduction 
 

The field of bioinformatics has undergone significant advancements in recent years, particularly in the area of 
DNA sequence pattern matching. This innovative approach allows researchers to analyse vast amounts of 
genetic data to identify patterns and relationships between genes. The ability to accurately match DNA 
sequences has important implications for understanding genetic diseases, evolutionary relationships, and even 
personalized medicine. Despite the progress made in this field, challenges remain in developing robust 
algorithms that can handle the complexities of DNA sequences. DNA sequence patterns matching one or more 
sequences based on the provided search pattern and exhibits the positions and number of matching patterns. 
Pattern matching is essential for information processing in computer field in identifying the functional and 
structural behaviour of genes. The microbiologists frequently searched the significant information in databases. 
To retrieve the pattern, DNA database is highly complex and huge and it considered as difficult process. In 
similar with the large DNA sequences the DNA sequence size is grown which is critical in recognize the genomes 
biological features. Pattern matching process is the essential one and the precision values are based on the 
repository, search query and integrated system [1].The pattern matching is appropriate in fields such as 
phylogenetic and evolutionary biology. In these applications, specific DNA subsequence’s are extracted from 
the genomic data of organisms’ different species for the purposes of understanding their relatedness, descent, 
and origin. Therefore, in this context, a pattern matching algorithm must be able to search in databases 
spanning gigabytes to terabytes or more and in whole genomes with 3 billion base pairs [2]. On the other hand, 
the DNA sequences are very long. Therefore, the time consumed for matching with the pattern is considered as 
the most critical metric. 
DNA sequence pattern matching finds applications in various fields such as bioinformatics, genomics, 
medicine, forensic science, and evolutionary biology. In bioinformatics, it is used for gene prediction, genome 
assembly, and sequence alignment. Genomics relies on DNA sequence pattern matching to identify genetic 
variations and understand the genetic basis of diseases. In medicine, this technique aids in personalized 
medicine by analyzing individual DNA sequences for tailored treatments. Forensic scientists utilize DNA 
sequence pattern matching for identifying individuals or tracing ancestry. Evolutionary biologists use this 
method to study the evolutionary relationships between different species. These applications demonstrate the 
versatility and importance of DNA sequence pattern matching across scientific disciplines, highlighting its 
crucial role in advancing research and understanding genetic information in diverse contexts. 
Current challenges in DNA sequence pattern matching research include the ever-increasing volume of data 
generated by advanced sequencing technologies, which poses computational and storage challenges for existing 
algorithms and databases. Furthermore, the complexity of genetic variations, such as single nucleotide 
polymorphisms (SNPs) and structural variations, necessitates the development of more sensitive and accurate 
pattern matching algorithms to account for these variations. Future directions in this field could involve the 
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integration of machine learning techniques, such as deep learning, to improve the accuracy and efficiency of 
pattern matching algorithms. Additionally, there is a growing need for the development of standardized 
benchmark datasets and evaluation metrics to facilitate the comparison of different algorithms and ensure 
reproducibility in research findings. These challenges and future directions are crucial for advancing DNA 
sequence pattern matching research and its applications in genomics and personalized medicine [3]. 
The historical overview of DNA sequence pattern matching reveals a significant evolution in the field of 
bioinformatics. Initially, the simplest form of sequence comparison involved manual alignment, which was 
time-consuming and error-prone. The introduction of computer algorithms revolutionized this process, with 
early methods such as Smith-Waterman and Needleman-Wunsch paving the way for modern sequence 
similarity algorithms [4]. These algorithms not only improved the speed and accuracy of sequence alignment 
but also enabled the detection of subtle sequence patterns that were previously inaccessible. As technology 
advanced, heuristic algorithms like BLAST and FASTA were developed to handle the increasing size of 
biological databases efficiently. The development of more sophisticated tools, such as hidden Markov models 
and machine learning approaches, further enhanced the capabilities of DNA sequence pattern matching, 
making it a cornerstone in genomics and molecular biology research. 
It is highly difficult for the users to extract the required information from DNA sequences if the data size is more. 
Robust and effective techniques are required for the fast and reliable pattern matching techniques. Pattern 
matching is of two kinds based on the scenario for which it is applied: exact pattern matching (EPM) and 
approximate pattern matching (APM). An EPM is highly needed for the scenario in which the accuracy expected 
is 100%. For instance, when there is a search of a record in a database using a key value, exact matching is 
mandatory. Equally, APM finds its application in the fields like Bioinformatics, web search engines, text 
mining, intrusion detection system [5], and spam filtering. The suitable pattern matching algorithm identifies 
whether the probability is resulted to effective or ineffective search. The problem is mentioned as, from the 
given pattern 𝑝 with length 𝑚, text/string as 𝑇, with length 𝑛 as 𝑚 ≤ 𝑛. All the occurrences of 𝑝 is identified 
in 𝑇. It is expected to be suitable or exact matching is required. The major contribution of the study is to perform 
the reliable pattern matching of suitable DNA sequences using Fast Reliable Cartesian Tree- FRCT algorithm. The 
section II describes the literature review of the pattern matching algorithms for DNA sequences. Further the 
proposed FRCT algorithm is illustrated in the section III. The dataset description, results and discussion are 
depicted in the section IV. Finally, the proposed study is concluded in section V. 
 

II. Related works 
 
Methods and algorithms used in DNA sequence pattern matching play a crucial role in bioinformatics research. 
Various techniques have been developed to effectively identify similarities or differences in DNA sequences, 
allowing researchers to unravel genetic information and understand evolutionary relationships. The Smith-
Waterman algorithm [6], which scores matches, mismatches, and gaps to determine the best local alignment 
between two sequences, is one often used technique. The BLAST method, which quickly scans huge sequence 
databases for comparable regions based on statistical significance, is another extensively used strategy. These 
techniques have greatly expanded genomic investigations and provide flexible tools for sequence analysis, along 
with others such as the Needleman-Wunsch algorithm and Hidden Markov Models. Knowing the benefits and 
drawbacks of each approach is crucial to choose the best one for a given collection of datasets and research 
objectives. 
For the purpose of predicting SF (Sequence Function), DNA patterns give SDA (Sequence Data Analysis) a 
useful context. It also looks at how different DNA sequences have evolved over time. Consequently, K-mer 
frequency was employed in [7] to categorise DNA sequences. Because, it can transform VLS (variable length 
sequence) into fixed length numerical feature vectors. Six datasets were used to assess the performance of the 
proposed solution. As a result, when compared to alternative methodologies, the analytical results confirmed 
the usefulness of the proposed methodology. A sequence-based computational model (SCM) for forecasting the 
synthesis of DNA G4 (G-quadruplex) was examined in this article [8]. The K-Mer function for the Human 
Genome (HG) via G4-seq technology is the basis for matching patterns of DNA sequences. To further enhance 
the prediction performance, pseudo-K-tuple GC configuration (PsekGCC) was introduced in this work [9]. 
Conversely, the study [10] proposed the Efficient Pattern Matching Algorithm (EPMA) as a pattern matching 
method for DNA sequences. They evaluated the proposed method with actual comparison data. It was found that 
matching DNA sequence patterns was a good use for the proposed approach. Berlin K et al. have proposed the 
basic mutation pattern of DNA sequences to be matched using a distance-based method [11]. In order to do this, 
specialists adjusted the nucleotide pattern arrangement in the DNA hamming process to determine the basic 
Hepatitis C Virus (HCV) pattern. One hundred sample data points were identified by experimentation that was 
positively impacted across age ranges. After taking into account the normalisation value, the experiment yields 
a matching score with a hamming value. Using an index-based shifting strategy that includes a pre-processing 
and searching phase, Tania Islam et al. proposed string matching for DNA sequences [12]. Since the initial 
character of the pattern and the substring are the same, the pattern's second character matches the first 
substring's second character from left to right. This character comparison is done throughout both the pre- 
processing and searching phases. As the number of repeats increases, the algorithms for the protein sequence 
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operate more quickly than the English text. The Hash function, which searches faster on any length of codons 
and finds the gene sequence even when increasing the length of its string, was proposed by Paramita Basak 
Upama et al. to detect the codon from large RNA sequences met and stop techniques [13]. 
 
Aashikur Rahman Azim et al. proposed approximate circular pattern matching is to locate all the occurrences of 
rotations in a pattern of length in the length test using a simple, fast, filter- based algorithm [14]. Due to the 
significant reduction in search space caused by filtering, the proposed method operates more quickly. The 
proposed approach performs twice as quickly as the state of the art when compared to the simple ACSSMF 
technique. A Nettree technique is proposed by Youxi Wu et al. [15] for approximating the pattern maximal 
matching with limitations one-off and gaps. This is done using an offline occurrence algorithm in conjunction 
with Nettree and a heuristic search. Real-world biological data is used for experimentation, and the proposed 
method's performance is compared to that of the SAIL algorithm. A method of summing and normalising scores 
is proposed in [16] to assess the related TF and TFBS patterns of DNA and create an efficient pipeline linking the 
related unified score patterns. The approach to identify the rules and binding cores with the best correlation sum 
scores is provided by the accurate rankings. The matching ratio for protein data bank structures verifications 
acts as the highest corresponding percentage. 
 
There are two single pattern matching algorithms (referred to as ILDM1 and ILDM2) proposed [17], each of 
which is made up of forward finite automation and smallest suffix automation. Chauhan Liu et al. proposed 
single pattern matching methods typically use a window with a size of m to scan the text. When the window is 
moved from the previous window to the current window in the LDM method, valuable information generated 
by the forward automation is destroyed. To fully or conditionally utilise the valuable data generated by two 
distinct pattern matching algorithms. It is evident from the experiments that the average time complexities of 
the two algorithms are lower for short patterns than RF and LDM and for long patterns than BM. An accurate 
approach for selecting probes from big genomes was proposed by Wing-Kin Sung et al. [18]. The homogeneity 
and specification criteria are used to choose high-quality probes from a set of experimental data derived from 
a small number of genomes that have been extensively tested by previous probe design techniques. Large 
genomes can have optimal short (20 bases) or long (50–70 bases) probes generated using the proposed 
algorithm. 
 
In order to detect important matches of position weight matrices in linear time an online approach of this kind 
is proposed [19]. The proposed algorithm is based on super alphabet techniques and traditional multi-pattern 
matching filtrations created for precise and approximative key word matching. To conduct the experiments, 
six proposed algorithms— ACE, LF, ACLF, NS, MLF, and MALF—as well as other well-known base time 
algorithms— PLS and Naïve—are built. The ACE method, which is competitive for short matrices and whose 
search speed is independent of matrix length, is potentially the best of all the aforementioned techniques. For 
biological sequences, a Fast-Searching algorithm is proposed by Simone Faro et al. [20] that make use of several 
hash functions. This technique enhances the speed of existing string-matching algorithms for searching DNA 
sequences. The search phase of the algorithm is based on a standard sliding window mechanism, where it reads 
the rightmost substrings of length q of the current window of the text to calculate the optimal shift advancement. 
The pre-processing phase of the algorithm consists in computing different shift values for all possible strings 
of length. A solid foundation for enormous multiple lengthy pattern search is provided by the suggested 
algorithm.The composite BM (BoyerMoore) algorithm was proposed by Zhengda Xiong et al. which matches 
strings efficiently while accelerating pattern speed, was proposed for string matching [21]. It makes advantage 
of past matching data. Binary matching is a test conducted to assess the performance of the Boyer Moore (BM) 
and Composite Boyer Moore(CBM) algorithms. The proposed CBM algorithm outperforms the BM algorithm 
by 84%. 
 
A comparison algorithm that generates the number of matches and mismatches using fuzzy membership values 
is based on the logical match technique proposed by Sanil Shanker KP et al. [22]. The CPP language is used to 
perform a logical match for DNA sequences on the Linux platform. With an O(m+n) time complexity, the 
proposed approach creates membership values to identify sequence similarities. The distinct approach based 
on both artificial and real datum (bits of information), was examined for DNA sequences of the NCBI databank. 
The computing time is dependent on the length of the sequences. The Yusei Tsuboi et al. proposed pattern 
matching approach is used by DNA computing to address engineering challenges [23]. The parallel operation 
approach is designed to identify DNA molecules. Using the categorised features of the molecule, the model 
locates a molecule as the only existing search picture. PCR and Gel electrophoresis are then used to apply the 
features to construct a network. Because sorting and calculation are done simultaneously in every test, the 
image or pattern search time is persistent. Peyman Neamatollahi et al. presented three pattern matching 
algorithms such as FLPM, PAPM, and LFPM that are specially formulated to speed up searches on large DNA 
sequences [24]. LFPM is a character-based pattern matching algorithm, while PAPM and LFPM perform based 
on the word processing approach. The proposed algorithms raise performance by utilizing word processing and 
also by searching the least frequent word of the pattern in the sequence. 
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III. Proposed methodology 

 
In this proposed study, the pattern matching of sequences is performed for the large set of DNA sequences. The 
DNA sequences is an input sequences, in which the patterns have to be checked whether it is matched or not 
based on the given query data. Before matching those patterns initially, DNA sequences have been pre-
processed in which the letters are changed to capital letters and numeral values are removed. Further, from the 
pattern, the index position is considered; the number of occurrences of the patterns is identified. If the pattern 
is not found in the input DNA sequences, it will show as the pattern does not find. The pattern matching is 
effectively performed by using the Fast Reliable Cartesian Tree Algorithm (FRCT)[25]. Cartesian tree matching 
is identifying all substrings from the provided DNA sequences with similar Cartesian trees as that of provided 
pattern. Cartesian tree matching is similar to order preserving matching among the multiple generalized 
matchings, which can deal with relative orders. Compared with order preserving matching, Cartesian tree 
matching is more suitable. 
 
3.1 Fast Reliable Cartesian Tree Algorithm (FRCT) 
The DNA sequences pattern matching is effectively performed by using the proposed Fast Reliable Cartesian 
Tree Algorithm (FRCT)[25]. The Cartesian tree is a tree data structure that represents an array, only focusing 
on the results of comparisons between numeric values in the array. Cartesian tree matching means that two 
strings match if they have the same Cartesian trees. Cartesian tree matching is the problem to find all the 
matches in the text which have the same Cartesian tree as a given pattern. Here, the patterns are encoded and 
shifting patterns are enhanced using the offset value and it further reduces the computational time and assures 
high reliability. The offset value is initialized for the checking of the position in performing the pattern 
matching; the shift value is updated with the offset value. In order to solve Cartesian tree matching without 
building every possible Cartesian tree, an efficient representation to store the information about Cartesian trees, 
called as distance-relation representation. For the reliable in sequence, the distance relation is computed which 
is presented in below algorithm. The distance-relation representation has a one-to-one mapping to the 
Cartesian tree, so it can substitute the Cartesian tree without any loss of information. 
 

 
Algorithm 1 Computing Distance Relation for Reliable of a Sequence 

1: 𝑝𝑟𝑜𝑐𝑒𝑑𝑢𝑟𝑒 𝐷𝐼𝑆𝑇𝐴𝑁𝐶𝐸𝑅𝐸𝐿𝐴𝑇𝐼𝑂𝑁(𝑅[1. . 𝑛]) 

 
 
Based on the given string R[1. . n], the distance relation is computed for sequence reliability in 
linear time. For i < 𝑗, R[i] and R[j] satisfy the R[i]> R[j] which cannot be the distance relation to R[k] for k > 𝑗. 
While scanning from left to right, R[j] is not presented so, R[i] is stored. Non-decreasing subsequence is formed 
if R[i] is only stored. While considering the new value, if the values are larger than the values are popped. Distance 
relation- DR(S) is computed finally for any R[1. . n]. 
 
The failure function of string P is considered as an integer string shown in Eq. (1), 
 

 (1) 
 
 
The largest 𝑘 is the [𝑞] in which 𝑃[1. . 𝑞] suffix and prefix with 𝑘 length showing similar Cartesian trees. For 
obtaining linear time text search, the failure function is utilized. For finding the mismatch among the text and 

2: 𝑁𝑆 ← 𝑛𝑢𝑙𝑙𝑠𝑒𝑡 
3: 𝑓𝑜𝑟 𝑖 ← 𝟏 𝒕𝒐 𝒏 𝒅𝒐 

4: 𝒘𝒉𝒊𝒍𝒆 𝑁𝑆 𝑖𝑠 𝑛𝑜𝑡 𝑒𝑚𝑝𝑡𝑦 𝒅𝒐 
5: (𝑣𝑎𝑙𝑢𝑒, 𝑖𝑛𝑑𝑒𝑥) ← 𝑁𝑆. 𝑡𝑜𝑝 
6: 𝑖𝑓 𝑣𝑎𝑙𝑢𝑒 ≤ 𝑅[𝑖] 𝒕𝒉𝒆𝒏 
7: 𝒃𝒓𝒆𝒂𝒌 
8: 𝑁𝑆. 𝑝𝑜𝑝 
9: 𝒊𝒇 𝑁𝑆 𝑖𝑠 𝑒𝑚𝑝𝑡𝑦 𝒕𝒉𝒆𝒏 
10: 𝐷𝑅(𝑆)[𝑖] ← 0 
11: 𝒆𝒍𝒔𝒆 
12: 𝐷𝑅(𝑅)[𝑖] ← 𝑖 − 𝑖𝑛𝑑𝑒𝑥 
13: 𝑁𝑆. 𝑝𝑢𝑠ℎ((𝑅[𝑖], 𝑖)) 
14: 𝒓𝒆𝒕𝒖𝒓𝒏 𝐷𝑅(𝑆) 
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pattern, the failure function is utilized every time while scanning the text from left to right. For fast reliable 
Cartesian tree, this kind of text search idea is applied shown in algorithm below. 
 

 
Using the 𝑂(𝑚) space, text search is performed; distance relation representation of the given 
DNA sequences is computed online while the text is read. Certainly, the distance relation representation is not 
stored which costs 𝑂(𝑛) space. Moreover, for delete elements in front, non-decreasing subsequence is formed 
and it is stored among the text pattern matching of text characters. Based on this, the DR is always equal or 
smaller to m. The text search is performed using 𝑂(𝑚). The computation time is constant. 
 

IV. Experimental Results 
 
In this section, the experimental results of the proposed FRCT algorithm for DNA sequence pattern matching 
are presented. The evaluation of the proposed matching algorithm is performed with respect to computational 
time based on pattern matching. We use four real DNA sequences in experiments obtained from NCBI database 
ranging from 585.2 kb to 222.6 Mb in size with different base pairs (bp) in length, as summarized in Table 1. The 
datasets used are mentioned in Table 1 (Complete summarization of benchmark data that is downloaded from a 
site named NCBI site [26]). All datasets are in FASTA format, each sequence file contains information of 
genome nature i.e. accession number, reference number to NCBI database and name of species in a single line 
starts with the ‘>’ symbol. For each dataset, we ignore that line and the patterns were randomly extracted from 
the source data. The results of pattern matching of the proposed algorithm are presented in Table 2. For number 
of occurrences and comparisons of various patterns P’s, the proposed algorithm results are shown in Table 2. 
For the evaluation results the patterns are randomly selected from DNA sequence data. This algorithm shows 
minimal complexity and less computation time. The Table 2 shows five different fields such as pattern P’s, 
number of occurrences, number of characters, and comparison time. 
 

Table1. Summary of Benchmark DNA sequences datasets 
Datasets Length of the sequence Description 
HUMHPRTB 56737 Human hypoxanthine 

phosphoribosyltransferase gene 
VACCG 194711 Vaccinia virus complete genome 
HUMGHCSA 66495 GH-2 and GH-1: Human growth hormones and 

CS-5, CS-2 and CS-1: chorionic 
somatomammotropin genes 

MPOMTCG 186609 Marchantiapolymorpha mitochondrion 
complete genome 

HUMDYSTROP 38770 Homo sapiens dystrophin gene intron 44 

HUMHBB 73308 Human beta globin area on 
chromosome-11. 
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Table 2: The results of pattern matching of the proposed algorithm for variable pattern length 

 
 
Pattern (P’s) 

 
No of 
characters 

 
No. of 
occurrence 

Time 
Taken (ms) 

AG 2 53 0.005 

CAT 3 11 0.009 

AACG 4 5 0.016 

AAGAA 5 2 0.032 

AAAAAA 6 3 0.056 

AGAACGC 7 2 0.052 

AAAAAAGG 8 1 0.045 

GCTCATTAG 9 1 0.063 

CCTTTTCCGG 10 1 0.067 

TTTTGCCGTGT 11 1 0.069 

TTCTTAATAAAA 12 1 0.073 

GGGACCAAAAAAT 13 1 0.08 

TTTTGCCGTGTTGA 14 1 0.085 

CCTCCAAAAAAGGCT 15 1 0.089 

GGCTGTTCAACGCTCC 16 1 0.088 

TTTTCGATTGCTCATTA 17 1 0.092 

GGGATTTGGCTATACTCC 18 1 0.093 

GGCCTTGTCTAAAGGTATG 19 1 0.096 

CCTGAGCGCGTCCTCCGTAC 20 1 0.103 

 
4.2 Comparative analysis 
The proposed method is compared with the existing methods such as Least Frequency Pattern Matching 
(LFPM)[24], Processor-Aware Pattern Matching(PAPM)[24], First-Last Pattern Matching(FLPM)[24], Boyer 
Moore (BM)[21], Brute Force(BF), Divide and Conquer Pattern Matching(DCPM)[27] using the datasets 
mentioned in Table 1. From Fig.1 and Table 3, it is observed that comparison with the existing methods, the 
proposed method shows reduced execution time in pattern matching for the selected DNA sequences and thus 
effective against various existing strategies. The proposed FRCT algorithm is thus highly effective in pattern 
matching and shows high reliability and reduced computational time. 
 

 
Fig.1. The pattern matching time comparison with the existing techniques 

 
Table 3: The comparative study of the proposed method with existing methods based on matching time 

 Comparison of proposed and existing methods based on Pattern 
matching Time (ms) 

Pattern 
Length 

Proposed  
LFPM 

 
PAPM 

FLPM BM BF  
DCPM 

5 0.0036 0.0046 0.0054 0.1915 0.8913 2.4503 3.5 
10 0.0016 0.0025 0.0018 0.1851 1.21216 2.4444 3.5 
15 0.0018 0.0025 0.0022 0.1800 1.1167 2.4044 3.5 
20 0.0022 0.0026 0.0025 0.1727 0.9852 2.3856 3.5 
25 0.0016 0.0018 0.0025 0.1852 0.8966 2.4046 3.5 
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FRCT is an effective pattern matching algorithms that reduce time when compared to other techniques. This 
demonstrates that the pattern matching time optimization strategy we utilised was successful. FRCT is the most 
effective and efficient method in terms of minimising the time required for various pattern sizes, according to 
the table, and it outperforms other algorithms. Furthermore, FRCT yielded better outcomes than PAPM, which 
includes a pre- processing and matching phase. This shows that they are both superior in all pattern scaling 
matches. This is especially advantageous for the expansion of biological data, which is constantly 
increasing in volume. The results of the experiments show that the FRCT surpass the other algorithms in terms 
of time cost. 
 

V. Conclusion 
 

In this paper, we proposed DNA sequence pattern matching method using FRCA algorithm. An effective 
methodology is introduced in this study for reliable DNA Sequence pattern matching from the suitable dataset 
using the Fast reliable Cartesian tree- FRCT algorithm. Furthermore, FRCT searches for the lowest frequency 
word of the pattern in order to minimize the algorithm run time. The experimental results reveal that the 
proposed algorithm surpasses the other existing algorithms in terms of time cost. The results of the proposed 
study show that it assures high reliability and minimal execution time compared with the existing approaches. 
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