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ARTICLE INFO ABSTRACT 

 Protecting networks from harmful activity and illegal access is critical in the field 
of cybersecurity. As the first line of defense in this regard, intrusion detection 
systems (IDS) are essential. Distinguishing between benign and malevolent 
activity, however, is one of the major problems IDS faces, particularly in light of 
the growing complexity of cyberthreats. Although deep learning techniques show 
great potential, they are frequently plagued by overfitting, a phenomenon in 
which a model fits well on training data but does not generalize to new data. A 
unique framework that combines conventional machine learning methods with 
RNN and LSTM algorithms has been created to address this difficulty. When it 
comes to identifying temporal dependencies in network traffic, RNN and LSTM 
are especially useful. This is essential for identifying risks that are changing. The 
framework may identify malicious behaviour more accurately by fusing various 
neural network topologies with conventional machine learning techniques. 
Another important component of the framework is feature engineering, which is 
the process of identifying and modifying pertinent features from unprocessed 
data. This procedure enhances the IDS's overall accuracy by lowering false 
positives. A number of public datasets, including ISCX-IDS 2012, CICIDS2017, 
and CICIDS2018, have been used to thoroughly analyse the framework, showing 
its performance and efficiency.  The model delivers outstanding performance 
measures, such as an accuracy of 96.3%, Precision of 96.83%, and F1-score of 
97.5%, through intensive training and validation. Its 98.1% recall rate 
demonstrates how well it works to reduce false negatives, which is important for 
early detection. It ensures network security and integrity by providing a more 
potent protection against the dynamic array of cyberthreats.  
 
Keywords—Recurrent Neural Networks, Deep Learning, Intrusion Detection 
System, cyberattacks, hybrid algorithm.          

 

1.  INTRODUCTION 
 
Numerous tools and methods, such as different IDS, have been created for cloud security in order to counteract 
vulnerable assaults. The investigation of several intrusion detection systems, which are capable of alerting 
network managers to both known and unknown threats, is the main emphasis of this research. Intrusion 
detection systems can be categorized as network-based, host-based, hypervisorbased, or distributed. While 
host-based systems only detect traffic on a single host, network-based monitoring keeps an eye on all network 
traffic. [2]. IDS uses methods for detection that are hybrid, anomaly, and signature based. While anomaly-
based strategies concentrate on the current user's actions to identify disruptions, signature-based techniques 
detect intrusion by comparing established patterns or a predefined set of rules [3]. DL algorithms perform at 
a higher level than ML algorithms [11, 12], examined, the significance of several DL methods was determined, 
and each algorithm's performance in the intrusion detection area was analyzed. The primary disadvantage of 
false-positive and zero-day attacks can also be resolved by employing an effective DL algorithm. This study 
provides a brief overview of various AI-based network and cloud intrusion detection techniques. It compares 
ML, DL, and ensemble learning-based IDS and evaluates and categorizes various AI-based IDS.A taxonomical 
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overview of all AI-based intrusion detection systems is also provided. The improvement of prediction 
performance, reduction of computing time, and improved data understanding are the main reasons for the 
development of diverse data mining approaches and effective NIDS. In order to attain the desired outcomes, 
fewer input variables are used, which lowers the cost of computational modeling and improves performance. 
The NSL KDD dataset contains a substantial amount of data that need modification. There are two primary 
methods for selecting features: supervised and unsupervised. The goal variable is ignored by the unsupervised 
feature selection method, which instead focuses on the correlation between the input variables [18, 19]. Using 
the target variable, supervised feature selection eliminates their pertinent characteristics. Shallow learning 
demonstrated his incapacity to address environmental issues in real time because to the massive volume of 
data entries. Because of this, the number of deep learning models, including RNNs, Variation auto encoders, 
and LSTMs, has grown in recent years. In order to address the shortcomings of the simple machine learning 
approach and provide effective intelligent abnormality detection (ID) system to counter emerging threats in 
networks, this paper proposes an algorithm that functions as an ID system using LSTM RNN and encoded  
in Python.  
Using the NSL-KDD dataset the most recent version of the KDD'99 dataset the accuracy, detection rate, and 
false alarm rates of the generated ID model are also assessed. Labels 1 and 0 denote typical and deviant 
behaviors, respectively. A confusion matrix is used to display the categorization results. The RNN-LSTM 
approach has been shown to be the most secure and accurate (96.3%) when compared to other approaches. 
Furthermore, the parameters of our model are easily changeable; initially, the values are given, but 
subsequently, the algorithm modifies the values. As a result, the execution time is quite brief. The features that 
were removed from the dataset during training can be accurately learned by the LSTM model.. This feature 
allowed the model to distinguish between network assaults and routine traffic with accuracy. The algorithm 
relies on a multilayer learning sequence that illustrates the RNN's ability to describe the relationship between 
recent and historical occurrences and identify anomalies and  
uncommon attack types. 

 
2.  RELATED WORK 

 
The increasing complexity and sophistication of cyber threats in today's interconnected digital ecosystem is 
the reason behind intrusion detection systems, or IDS. Promising findings have been obtained from several 
experiments in this field, such as convolutional neural networks with decision tree algorithm, multi-task 
learning, and models based on anomalies. Moreover, Long Short Term Memory and Recurrent Neural 
Networks can be used to accurately classify intrusion detection. Many DL models are used to identify and 
classify threats [19]. (CNNs), attention-based frequency models, and multitask learning are frequently used in 
studies to get good outcomes. Moreover, models based on deep residual networks have a lot of potential to 
increase anomaly accuracy.  
Using the G-ABC with the DNN, Nishika Gulia et al. (2023) [1] demonstrated an enhanced IDS for the cloud. 
The creation of the G-ABC with DNN is part of the suggested approach to identify the various attacks. The best 
characteristics from the dataset have been chosen using the G-ABC algorithm. Using the min-max technique, 
the proposed model is split into multiple phases to label and normalize the input NSL-KDD and UNSW-NB15 
datasets. By comparing various criteria, including accuracy, precision, recall, and F-measure, to seven attack 
statistics taken from two datasets, the suggested IDS's performance has been assessed. It is noted that the 
average accuracy for various attacks stayed at 98.23%, while the precision, recall, and F-measure were at 99%, 
99%, and 99%, respectively.  
With the exception of random forests and decision trees, Sabbir Hossain et al. (2023) [2] shows that the neural 
network model outperforms other common machine learning models in terms of accuracy. The model has the 
potential to improve intrusion detection accuracy as well as the capacity to determine the type of intrusion.  
Because there are no duplicate data points in the NSL KDD dataset, we can determine that the model's 
maximum accuracy is 97.23%. We obtained the highest accuracy (89.2%) from the Random Forest (RF) 
approach and the lowest accuracy (73.5%) from the KNN algorithm. Currently, the DT approach has the highest 
Fl score (92%), while the Naive Bayes (NB) algorithm has the lowest score (72%), according to the Fl score 
analysis of machine learning algorithms.  
In 2023 Mary Anita E.A. [3] listed the methods used to ensure security are classified, as are the current AI-
based intrusion detection systems. Artificial intelligence (AI)based security measures outperformed 
conventional security mechanisms in terms of detection and categorization. It looks at how crucial feature 
reduction is to intrusion detection effectiveness. Since all AI-based processes require feature reduction as a 
necessary step to get correct results, ML, DL, and ensemble-based AI-based techniques demonstrated very 
identical above 99% results. It only included the most prevalent and common security attacks, like DoS, Probe, 
R2L, and U2R. Only the accuracy measurements are used to compare the AI-based systems.  
The 2022 study by Fawaz M. M. Mokbal et al. [5] overview  one of the most important defenses against 
cybersecurity assaults is an IDS that employs the Al method. Nonetheless, there is always work to be done to 
increase IDS accuracy, detection rate, and minimize false alarm. The performance of such systems is strongly 
dependent on the quality and dependability of the training dataset. Through the use of an embedded feature 
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selection method and the most recent machine learning methodology, XGBoost, our research generated 
cutting-edge and complex cyber-defense strategies. Additionally, the most uniform feature subset for every 
attack is retrieved using the most recent real-world intrusion dataset, CICIDS2017. In comparison to other 
recently presented methods for solving intrusion detection issues, our suggested detection framework proved 
to have strong advantages, benefits, and the capacity to be incredibly competitive with an accuracy rate of 
99.86%. In 2022 Zakaria Suliman Zubi [4] illustrated that the creation of sophisticated intrusion detection 
systems (IDSs) was suggested by this study project in an effort to reduce the quantity of false alarms that are 
created. Both false positives and false negatives increase network security and boost the detection rate of 
various assault types. Using the MATLAB program, the Naive Bayesian method was applied to the built-in 
intrusion detection systems (IDSs) in various scenarios. A comparative analysis between the IDSs and prior 
methods was then carried out, with an emphasis on analyzing performance parameters and identifying the 
most effective statistical technique for identifying different kinds of intrusions [6]. The performance of the 
implemented systems was evaluated using the NSL-KDD database, which consists of 41 network connection 
attributes. Experiments employing the NSL-KDD data set are used to gauge the effectiveness of the IDS. 
According to the Naive Bayes classifier results, the best IDS detection rate utilizing HTTP service is around 
88.1643%. The false-negative rate is approximately 11.8357%, and the false-positive rate is approximately 
0.6.60%.  Mavra Mehmood et al. [7] shows  that NSLKDD dataset is used in this study to project a detection 
system using data transformation, maximizing, and minimizing techniques. The NSLKDD dataset is divided 
into two classes using FGSVM: attack class and normal class. Significant findings from FGSVM indicate that 
99.03% of samples can identify DDOS, probe U2R, and R2L. Through ANFIS, aberrant patterns found by 
FGSVM are activated. ANFIS selects five features for training, testing, and validation based on their 
importance scores and prediction roles. Epochs and error tolerance are defined between 0 and 100. The MSE 
is 0.08523 during training and 0.08496 during testing and validation. These values indicate respectable 
accuracy rates for the accurate identification of DDOS, Probe, R2U, and U2R The 2022 work done by Bhushan 
Deore et al. [8]. Here, an effective and reliable network ID technique called DASObased Deep RNN is presented 
to identify unusual activity in the background of network traffic. After being collected by the database, the pre-
processing section receives the network traffic statistics and converts the raw data into sampled data. The pre-
processed data is then handed over to the feature selection stage, where the Bayesian information gain model 
is used to efficiently identify the important and relevant features [9]. The naive bayes classifier, which is based 
on the IG, mutual information, and CIG, is used in the Bayesian information gain model. The Deep RNN 
classifier determines if the traffic behavior is normal or abnormal using the features that have been chosen 
[10]. The suggested DASO technique is used to train the Deep RNN classifier. The DE and ASO, respectively, 
are added to create the suggested DASO system [11]. Weights are improved by the suggested DASO system that 
makes use of the fitness measure [12]. Using the BoT-IoT dataset, the suggested DASO produced wellpresented 
metrics for accuracy, specificity, and sensitivity, with corresponding values of 0.9867, 0.8494, and 0.9988. 
Future research could improve the intrusion detection approach's presentation by utilizing a different 
optimization algorithm.  
The 2020 work of Jesus Arturo Perez-Diaz et al. [21]   presents a flexible modular architecture designed for 
identification and mitigation of Low-Rate Distributed Denial of Service (LR-DDoS) assaults, in response to the 
ongoing issue of mitigating them, especially in SoftwareDefined Networking (SDN) environments. An 
Intrusion Detection System (IDS) trained with six machine learning modelsJ48, Random Tree, REP Tree, 
Random Forest, Multi-Layer Perceptron (MLP), and Support Vector Machines (SVM) is incorporated into the 
design. Even with the inherent difficulties in identifying LR-DDoS attacks, the suggested technique obtains an 
amazing 95% detection rate through evaluation utilizing the Canadian Institute of Cybersecurity (CIC) DoS 
dataset. By using a Mininet virtual machine running the Open Network Operating System (ONOS) controller, 
the deployment ensures a simulation environment that closely resembles actual production networks.  
In 2012 work of Sathishkumar et al. [30] presents data availability, data replication, data diffusion are the 
important issues to focus on networks. The proposed gauss Markov mobility model performed better in terms 
of partition stability and data storage capacity. 
The study sought to build a broad range of network traffic data, spanning both legal and illegal behavior, using 
data from Kaggle. Numerous unauthorized access attempts and network attacks, such as probing, are included 
in the collection [13]. This large dataset can be used to evaluate and train the proposed method to effectively 
detect and classify different types of network intrusions [14]. The use of actual network traffic data from Kaggle 
ensures the robustness and dependability of the intrusion detection system [15]. As a result, the system is better 
able to recognize and eliminate possible threats in network environments.  

 
3.  MATERIALS AND METHODS 

 
The security of computer networks and systems is critical in today's networked digital environment. 
Organizations constantly confront a threat to their sensitive data, vital infrastructure, and operational 
continuity due to the sophistication and frequency of cyberattacks [16]. In order to detect and stop malicious 
activity and unauthorized access, IDS monitor network traffic and system operations. This is a critical part of 
their defense against these threats [17]. Conventional IDS methods use signature-based or rule-based systems 
to find patterns of known attacks. Although somewhat successful, these techniques frequently fail to identify 
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new or undiscovered risks [18]. An increasing number of people are interested in using neural network 
topologies, like RNNs and LSTM networks, for intrusion detection as a result of the development of deep 
learning technology [19]. Because RNNs and LSTMs are good at modelling sequential data, time-series 
network traffic data analysis can benefit greatly from their use [20]. Deep learning-based IDS possess the 
capability to autonomously learn and adjust to changing attack tactics and network phenomena, in contrast to 
conventional IDS techniques that could depend on manually created rules or signatures. The process begins 
with data pre-processing to training and ends with deployment. Now a days AI based Machine learning and 
deep learning models are widely used in health care to diagnose several diseases [29]. 
 
3.1 PROPOSED MODEL  
The suggested solution provides a comprehensive framework intended to overcome the built-in shortcomings 
of conventional IDSand enhance their capabilities. Recognizing that IDS are essential security tools for keeping 
an eye on networks traffic, the system uses deep learning techniques to improve threat detection accuracy by 
extracting useful insights from the complex data landscape. In order to mitigate the limitations associated with 
a purely deep learning approach, the framework presents a novel hybrid algorithm that makes use of a 
calculated blend of different machine learning techniques. The advantages of each technique are combined in 
this hybrid approach to produce an intrusion detection system that is more resilient and flexible. To further 
improve intrusion detection accuracy, the suggested system also uses feature engineering approaches. The 
system grows increasingly proficient at recognizing established attack patterns as well as abnormalities by 
extracting and honing pertinent elements from network data. This Dual capability improves the system's 
overall efficacy in defending systems and networks against a variety of cyberthreats. Notably, the framework's 
hybrid algorithm which combines BiLSTM and RNN offers a complex and reliable solution.   
 

 
Fig 1: An Architecture Diagram for the Proposed Model 

  
The goal of this all-encompassing strategy is to develop an increasingly sophisticated (IDS) that can identify a 
wider variety of threats, including both unusual and well-known patterns. Although the proposed architecture 
diagram's specifics are not given, it is clear from the context that it includes important components to improve 
the capabilities of the conventional IDS. Most likely, the architecture consists of parts of the data acquisition 
system, which records and processes network traffic. The hybrid algorithm intentionally incorporates deep 
learning techniques, specifically RNN and BiLSTM, to derive significant insights from the intricate data 
environment. The suggested architecture introduces a thorough framework to address the shortcomings of 
conventional IDS. The hybrid algorithm, which combines different machine learning techniques, is a key 
element that enhances the resilience and adaptability of the system.  By fine-tuning the features that are 
retrieved from network data, feature engineering approaches let the system more precisely detect anomalies 
as well as recognized attack patterns. Real-time mechanisms are probably included in the architecture. To 
guarantee that the system is adaptable to changing cyber threats, monitoring, model updates, and retraining 
are required.   
  
3.2 DATASET  
The dataset is a crucial component of this project since it impacts the model's ability to generalize detection at 
different stages. A representative sample of both normal and anomalous data will be carefully chosen from the 
dataset to ensure a comprehensive and trustworthy training process. The NSL-KDD dataset, which is obtained 
from Kaggle, is a fundamental tool for assessing intrusion detection systems. It reflects the complexity of real-
world network environments by encompassing a wide range of network traffic data, including both typical and 
unique sorts of attack situations. The dataset's carefully selected characteristics and annotated examples 
enable reliable model training and assessment, enabling researchers to assess intrusion detection algorithms' 
efficacy in a range of circumstances. Furthermore, the comprehensive documentation and standardised format 
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of the tool facilitate the data pre treatment and feature engineering processes, freeing up researchers to 
concentrate on the essential elements of model creation. Furthermore, the extensive use of the NSL-KDD 
dataset in both academia and industry promotes benchmarking and collaboration, which propels ongoing 
breakthroughs in intrusion detection research. Overall, its value as a benchmark dataset is immense, acting as 
a foundation for the creation and verification of cuttingedge intrusion detection methods meant to strengthen 
cyber defense against new and emerging threats.  
  
3.3 PRE-PROCESSING  
The first stage of getting the raw data ready and cleaned up to make it more suitable for analysis and modelling 
is called pre-processing. This usually entails a number of crucial activities, including feature selection, dataset 
balance, normalization, and data cleansing. Removing any errors, inconsistencies, or missing values from the 
dataset is known as data cleaning. By ensuring that all features have a same scale, normalization helps to avoid 
specific features from overpowering the analysis because of their greater size. In feature selection, the most 
pertinent features that greatly aid in the detection of network intrusions are found and chosen, with redundant 
or unnecessary features being removed.  Several important pre-processing processes are carried out in order 
to prepare the dataset for training RNN and BiLSTM models for intrusion detection. The dataset is first 
gathered, which includes data related to system operations and network traffic. Data cleaning techniques are 
then applied to deal with any missing values and outliers that can have an impact on the performance of the 
model. Next comes feature selection, in which pertinent features are picked in order to successfully capture 
patterns suggestive of intrusion attempts. Normalization is applied to numerical features to ensure uniform 
scaling throughout the dataset, and numerical representations are encoded into categorical variables to comply 
with model specifications. Following that, temporal data is combined into fixed-length sequences designed 
specifically for RNN and BiLSTM architectures. The dataset is divided into separate training, validation, and 
test sets in order to guarantee reliable model training. To improve the dataset's diversity and balance, strategies 
like data augmentation and class imbalance treatment may be used. In order to guarantee consistent length 
for input sequences and enable a smooth integration into the model training procedure, sequence padding is 
finally implemented. The basis for developing strong intrusion detection systems that can successfully detect 
and mitigate security threats in network environments is laid by this methodical data preparation procedure.  
 
3.4 MODEL CREATION AND PREDICTION  
The initial stage in creating and predicting models with RNN and BiLSTM is to define the neural network's 
architecture. The number of hidden layers, the number of units or neurons in each layer, the activation function 
(such as tanh or ReLU), and the input data's sequence length are important parameters for RNNs. Other crucial 
LSTM parameters are the learning rate for optimization, the dropout rate to avoid overfitting, and the number 
of memory cells, or units, within each LSTM cell. The model is trained using historical data from the Kaggle 
network intrusion detection dataset after the architecture has been established. The model gains the ability to 
recognize patterns and temporal dependencies in the network traffic data during training.   
 
A. BIDIRECTIONAL LONG SHORT TERM MEMORY  
Using BiLSTM networks in an IDS is a powerful way to strengthen cyber security defenses against 
networkbased threats. BiLSTMs are effective at modeling the complex patterns seen in network traffic because 
of their bidirectional processing, which allows them to capture temporal dependencies within sequential data. 
In actuality, this means encoding and converting unprocessed network data into a format that is appropriate 
for the BiLSTM model. To distinguish between normal and anomalous behavior, the bidirectional LSTM cell 
model is trained on labeled network traffic data. The trained model assesses incoming network sequences in 
real-time during inference, looking for variations from ingrained patterns that can indicate possible security 
lapses. Standard criteria are used to assess the BiLSTM-based IDS's performance, and regular fine-tuning 
guarantees that it can react to changing threats. After it is installed, the intrusion detection system (IDS) blends 
in well with the current network architecture, adding another line of protection and strengthening the overall 
cyber security posture. The BiLSTM-based IDS makes a substantial contribution to the proactive detection and 
mitigation of security threats in dynamic network settings thanks to its sophistication and adaptability.  
 
B. RECURRENT NEURAL NETWORKS   
 IDS, RNNs have become a powerful tool, especially because of their ability to handle sequential data that is 
present in network traffic. Because of their recurrent connections, RNNs are able to identify patterns of both 
benign and possibly harmful behavior across time by capturing temporal relationships within the data. The 
ability of RNNs to learn representations directly from unprocessed network traffic data eliminates the need for 
hand-crafted features, which is one of its main advantages. The capacity to learn features is what enables RNN-
based intrusion detection systems to independently adjust to changing threats. Furthermore, RNNs make real-
time intrusion detection easier, guaranteeing prompt reactions to security risks as they materialize. Because of 
their adaptability, they can be used with other machine learning strategies to improve detection accuracy and 
resistance to complex threats. As a result, RNNs have great potential for strengthening cyber security defenses 
by offering proactive and flexible solutions to a wide range of network-based threats.  
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3.5 FEATURE EXTRACTION  
In the domain of network intrusion detection, feature extraction entails turning unprocessed data from the 
publicly available Kaggle dataset into a set of discriminative and significant features that effectively capture 
pertinent details about network traffic patterns. Statistical, structural, or frequency-based properties are often 
extracted from the network packets or flows during this procedure. Measures like the mean, standard 
deviation, skewness, and kurtosis of the packet size or inter-arrival periods are examples of statistical features. 
Extraction of data regarding the protocol type, source and destination IP addresses, port numbers, and packet 
flags may be necessary for structural characteristics. The incidence rates of particular network protocols or 
communication patterns within a specified time span may be captured using frequency-based characteristics.   
An essential step in intrusion detection systems (IDS) is feature extraction, which turns unprocessed network 
data into readable representations that help with categorization and analysis. First, pertinent traits are chosen 
or designed with the intention of separating malevolent from legitimate network activity using their 
discriminative power. After that, dimensionality reduction strategies are used to lessen the computational load 
and any overfitting brought on by high-dimensional data. Features collected from network traffic data include 
statistical metrics, time series traits, packet-level details, and session-level characteristics. These 
characteristics encompass a range of network communication patterns, such as protocol distribution, traffic 
volume, and anomalous behavior.  
 
A.   MODEL TRAINING  
RNN and BiLSTM networks are used in IDS training. This is a methodical procedure that successfully separates 
possibly harmful activity from regular network behavior. The network traffic data is first preprocessed to 
remove noise and transform it into an appropriate format. Training and testing sets are frequently created 
from this procedure. After that, pertinent features are extracted to capture important aspects of network traffic, 
allowing the model to pick up discriminative patterns.The RNN or BiLSTM model's architecture is 
painstakingly created; in the case of the BiLSTM, bidirectional links are included to fully represent temporal 
dependencies. Labeled data is supplied into the model during training, and iterative adjustments are made to 
its parameters using optimization procedures such as stochastic gradient descent. In order to avoid overfitting 
and guarantee strong generalization, the model's performance is assessed concurrently using validation 
measures. The process of hyperparameter tuning refines the model's setup even further, leading to the 
identification of the top-performing model for ultimate testing dataset evaluation. By taking such a strict 
approach, the trained IDS is guaranteed to detect intrusions in actual network traffic, strengthening 
cybersecurity defenses against dynamic threats.  
 
3.6   PERFORMANCE METRICS  
The work presents a unique method of identifying anomaly by combining the Intrusion Detection System 
model with the RNN and BiLSTM algorithms. This combination works quite well and is a potential approach 
to the accurate identification of anomaly. Future research may go into supplementary RNN and BiLSTM 
models in various techniques. With precision, recall, and F1 score acting as performance indicators, the 
proposed method notably attains an impressive accuracy of 96.3%.  
The formula for calculating Accuracy, Recall, F1- score and Precision   
A. Accuracy:  Accuracy is defined as the proportion of accurately identified occurrences both actual positives 
and true negatives—across all examples in the dataset. Although accuracy is a crucial criterion, it might not be 
enough for datasets that are unbalanced, such those used in jobs involving medical diagnosis.  
Accuracy =  (TP+TN) / (TP+TN+FP+FN) *100        (1)  
B. Precision:  According to its definition, precision is the percentage of accurately anticipated positive 
outcomes among all of the beneficial projections the model produces. Regarding the prognosis of breast cancer, 
precision measures how well the model identified malignant cases among all the cases it has classified as such. 
A low rate of false positives is indicated by a high precision in the model.  
 Precision =  (TP) / (TP+FP) *100           (2)  
C. Recall: Recall metric quantifies the percentage of real positives, or intrusions, that the IDS correctly 
detects. A high recall shows that the majority of intrusions are successfully captured by the IDS, whereas a low 
recall implies that many intrusions are going unnoticed.  
Recall =  (TP) / (TP+FN)             (3)  
D. F1-score: A statistic that assesses how well memory and accuracy are equal is called the F1-Score. It is 
computed using the integrated mean of precision and recall. When there is a disparity in the dataset's classes, 
it is especially helpful. An improved balance between recall and precision is indicated by a higher F1-Score.  
F1 Score =  2 * (TP)/(2TP+FP+FN) *100          (4)  
 

4. EXPERIMENTAL RESULT 
 

For efficient evaluation, make sure the dataset is formatted and labelled correctly and is divided into distinct 
training and testing sets. In case training is required, handle missing values, choose pertinent features, and 
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properly prepare the data. Adapt the model based on the training set. Analyse the model's performance with 
testing sets, calculating metrics such as ROC curve, F1-score, recall, accuracy, and precision.  
 

 
Fig 2: Confusion Matrix 

 

Prior to testing, prepare training data for testing by executing pre-processing tasks such as normalization and 
sequence generation. To find out if an anomaly exists in the provided dataset, load a hybrid RNN and BiLSTM 
model after training an RNN model to detect anomalies. Use metrics like accuracy, ROC curve, F1-score, 
precision, recall, and F1-score to compare the predicted labels with the ground truth in order to evaluate the 
model's performance or when various error types have inconsistent consequences. They provide insights into 
the benefits and drawbacks of the model, which help guide future optimization and decision-making.  A 
confusion matrix, shown in fig. 3, is commonly used to evaluate the performance of a classification model. It 
provides performance metrics for machine learning algorithms by contrasting normal and anomaly classes. A 
confusion matrix typically consists of four main components: True Positives (TP): Situations in which an 
incursion is accurately detected by the IDS. True Negative (TN): Situations in which regular network traffic is 
accurately classified as non-intrusive by the IDS. False Positive (FP): When an intrusion detection system (IDS) 
mistakenly reports legitimate network activity as intrusive (false alert). False Negative (FN): Situations in 
which a real incursion is not detected by the IDS. Confusion matrices are helpful instruments for evaluating 
the performance of a classification model, particularly in scenarios where there can be imbalances between the 
classes or when various error types have inconsistent consequences.   
 

 
Fig 3: Training and Validation Loss 

 

It is critical to monitor validation loss as well as testing loss when using IDS that uses RNNs and BiLSTMs. It 
guarantees the effectiveness of the system in identifying anomalies in practical situations while preserving 
generalizability in a variety of network setups. Through the utilization of these loss data, stakeholders can 
improve the capabilities of the IDS in an iterative manner, strengthening network defenses against dynamic 
attacks. Modern IDS solutions provide security analysts with actionable insights to efficiently reduce cyber 
risks by focusing on interpretability and explainability and making large-scale tagged datasets available. Deep 
learning techniques and real-world deployment situations are being explored further, which could lead to even 
more advanced intrusion detection systems in the future. These systems would be able to protect network 
infrastructures from an increasingly diverse range of cyber threats. Furthermore, by integrating with already-
existing network security infrastructure and utilizing online learning and adaptation tools, these systems may 
dynamically change and adjust in real-time to everchanging threat environments  
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Fig 4: Model Accuracy 

 

They provide insights into the benefits and drawbacks of the model, which help guide future optimization and 
decision-making  
 

Table 1: Performance of DL Algorithm 

Model  Accuracy  Precision  Recall  F1- score  

Convolutio nal Neural  
Network  
(CNN)  

91.96%  93.76%  92.67%  85.94%  

 Multilayer perception Model  
(MLP)  

90.89%  91.22%  93.91%  94.06%  

 Group- 
ABC  

94.4%  92.11%  84.47%  93%  

RNN  and BILSTM  96.3%  96.83%  98.1%  97.5%  

  
Convolutional Neural Network (CNN): With an accuracy of 91.96%, the CNN is able to classify around 91.96% 
of the dataset's instances correctly. The CNN maintains a low incidence of false positives while exhibiting a 
high degree of accuracy in spotting intrusions, with a precision of 93.76%. With a recall rate of 92.67%, it 
demonstrates how well it can distinguish genuine invasions from the good ones. The F1-score of 85.94% strikes 
a solid mix between recall and precision, indicating that CNN effectively manages the risk of false alarms while 
reliably identifying intrusions.  
Multilayer Perceptron Model (MLP): With an accuracy of 90.89%, the Multilayer Perceptron Model (MLP) 
does well overall in classification. The MLP shows a high degree of accuracy in detecting intrusions with a 
precision of 91.22%, while keeping a low incidence of false positives. Its 93.91% recall rate indicates how well 
it can identify genuine incursions among the good ones. The MLP's balanced precision and recall performance 
is reflected in its F1-score of 94.06%, which shows that it can effectively identify intrusions while reducing false 
alarms.  
Group-ABC: The Group-ABC model demonstrates its competence in classification tasks with an accuracy of 
94.4%. The model maintains a low incidence of false positives while demonstrating a high degree of accuracy 
in spotting intrusions, with a precision of 92.11%. Nevertheless, its 84.47% recall rate suggests a reduced 
capacity to identify all genuine incursions amidst the favorable occurrences. Although there may be 
opportunity for growth in terms of more accurately detecting actual incursions, the F1-score of 93.0% indicates 
a balanced performance in terms of precision and recall.  
RNN with BiLSTM: When it comes to classification tasks, the RNN with BiLSTM performs better than the 
other models, with the greatest accuracy of 96.3%.   
The model shows a high degree of accuracy in detecting intrusions while keeping a low rate of false positives, 
with a precision of 96.83%. Its 98.1% recall rate demonstrates how well it can identify genuine intrusions 
among the favourable occurrences.  
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Fig 5: Graph represents the performance of various algorithms 

  
The exceptional balance between recall and precision is reflected in the F1-score of 97.5%, which highlights the 
model's efficacy in precisely identifying intrusions while reducing false alarms.  

 
5. STATE OF ART COMPARISON 

 
Recent years have witnessed notable progress in the stateof-the-art for (IDS) that use (BiLSTMs) and 
Recurrent Neural Networks (RNNs). These models are very good at identifying both known and unknown 
threats because they are very good at capturing complex temporal correlations within network traffic data. 
Modern IDS systems based on RNNs and BiLSTMs exhibit resilience against evasion attempts and adversarial 
manipulations by utilizing advanced architectures.   
  

Table 2: State of art comparison 
  

 
A comparative review of several intrusion detection techniques and the performance metrics that go along with 
them is shown in this table. RNN and bidirectional long short-term memory networks BiLSTM are the key 
components of the suggested method, which yields the maximum accuracy (96.3%), recall (98.1%), F1-score 
(97.5%), and precision (96.83%). While retaining competitive scores across other measures, current 
approaches that utilize CNN and LSTM networks exhibit marginally poorer accuracy at 93.21%. Furthermore, 

    
Method  

  
Accuracy  

  
Recall  

  
F1-Score  

  
Precision  

Proposed Work    
RNN and 
BiLSTM  
  

  
96.3%  

  
98.1%  

  
97.5%  

  
96.83%  

Hakan Can Altunay, et al. (2023) 
[22]  

  
CNN and 
LSTM  
  

  
93.21%  

  
93.1%  

  
93%  

  
92.99%  

FatimaEzzahra Laghrissi, et 
al.(2021) [23]  

  
LSTM  92.77%  96.62%  95.92%  

  
94.23%  
  

Pooja Shettar, et al.(2021)  
[24]  

  
MLP and 
Chaotic NN  
  

94.89%  95.91%  96.06%  91.22%  

Xiaoxuan Zhang, et al.(2019) 
[25]  

  
CNN   

91.96%  94.67%  85.94%  91.76%  

Nishika Gulia, et al.(2023)  
[26]  

  
Group-ABC  93.4%  84.47%  94%  

  
93.11%  
  

Manish Kumar et al.(2012)  
[27]  

  
Decision Tree  

88.2%        87%  92%  94%  

Mikel K. Ngueajio et al.(2022) 
[28]  

  
Support 
Vector  
Machine  
  

87.6%        89%  88%  87%  
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recent studies by Pooja Shettar et al. and Fatima-Ezzahra Laghrissi et al. show encouraging outcomes with 
accuracies of 94.89% and 92.77%, respectively, as well as excellent performance in recall, F1-score, and 
precision. The CNNbased method of Xiaoxuan Zhang et al. obtains a reasonable accuracy of 91.96%, albeit 
with a 85.94% is the F1-score. Additionally, the Group-ABC technique by Nishika Gulia et al. shows a balanced 
performance with competitive scores in recall, F1-score, and precision, and an accuracy of 93.4%. With 
accuracies ranging from 87.6% to 88.2%, older methods like Decision Trees and Support Vector Machines still 
offer insightful analyses of intrusion detection, even though their accuracy is lower than that of deep learning-
based techniques. All things considered, these results highlight how deep learning techniques specifically, RNN 
and BiLSTM architectures can improve Intrusion Detection Systems' precision and dependability.  
 

 
Fig 6:  Performance Metrics 

  
5. CONCLUSION 

 
Combining RNN and BiLSTM algorithms with conventional machine learning techniques is a promising 
advance in network intrusion detection. The proposed system demonstrates better robustness and improved 
performance in distinguishing between benign and malicious activity by effectively extracting temporal 
relationships from network data and utilizing feature engineering to improve precision.. In today's dynamic 
cybersecurity world, the framework demonstrates its potential to detect changing risks and provides superior 
defences against sophisticated cyber threats through thorough assessments on public datasets. Prospective 
research endeavours may concentrate on augmenting the framework's scalability and adaptability to nascent 
cyber threats by the investigation of sophisticated deep learning architectures and the integration of real-time 
anomaly detection methodologies. To further enhance the detection and mitigation capabilities of intrusion 
detection systems, research could also focus on integrating contextual data and utilizing outside threat 
intelligence sources. Additionally, researching the use of reinforcement learning algorithms for intrusion 
detection system optimization and dynamic adaptation may provide insightful information about how to create 
more proactive and resilient defences against changing cyber threats.  
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