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1. Introduction 

 
Both computer viruses and biological viruses are identical in nature. While computer viruses are nothing more 
than a small, malicious program that runs on a computer, biological viruses attack living cells [1]. Its goal was 
to copy itself to another computer and change the code of programs that could be run. It is harmful to all hosts 
it is on because it tends to spread quickly in human cells and computer programs. In software industry there 
might be numerous enemy of phishing programs that could be arrangement inside specific period [2]. These 
anti-phishing programs, on the other hand, are unable to detect all types of attacks because, rather than 
generating executable programs, they transfer fake web pages to end users in order to exploit their weaknesses 
and gain access to secret or sensitive data. These Phishing attacks operate in a similar way to viruses. 
Interaction causes biological viruses to become active [3]. Similar to interactions, phishing attacks occur. E-
mail or messages from social networking sites are typically used for this kind of communication. Computer 
infections duplicate data by working behind the scenes without seeing the person in question. The victim's 
information is also retrieved by the phishing tools [4]. At this point, victims are asked to enter crucial 
information such as their credit card number, user name, password, and other personal information. Phishing 
attacks evolve in the same way that biological viruses change over time in order to escape detection by their 
victims [5]. This change focuses primarily on the fake website's visual similarity and the use of a reliable 
uniform resource locator (URL) or email. The loss—generally monetary loss— it is inevitable that the hacker 
will obtain important information from the victim if they trust one of these methods. According to a 2022 
SlashNext report, the number of phishing attacks has increased by 61% since 2021. During the six months of 
analysis, 255 million attacks were identified in billions of emails, attachments, link-based URLs, browser 
channels, and mobile messages [6]. Figure 1 depicts the worldwide distribution of phishing URLs on infected 
devices prior to and during the year 2022. 
 

ARTICLE INFO ABSTRACT 
 Due to cyberattacks and various strategies, phishing websites are a problem on 

the Internet. One of these cyberattacks is phishing, in which the attacker pretends 
to be a trusted party to get sensitive and confidential information. Blacklisting, 
heuristic search, and visual similarity are just a few of the anti-phishing strategies 
that have been used to identify fraudulent activity. Machine learning (ML) 
techniques appear to be a beacon in the gloom of phishing websites, in contrast 
to these traditional methods, which take a long time to detect and have a high 
false rate. By introducing a novel features selection method in this article, it is 
possible to extract highly correlated features from datasets, thereby increasing 
the accuracy of classifiers over all features. Eight classifiers—Support vector 
machine (SVM kernel linear and rbf), Logistic regression (LR), Random forest 
(RF), Adaboost, Decision tree (DT), K-nearest neighbor (k-NN), and Gradient 
boosting (GBC)—as well as six feature selection techniques (Pearson, Chi-2, RFE, 
Logistics, Random Forest, and LightGBM) are used on phishing dataset with all 
features and feature selection methods. Comparing the results, it came to the 
conclusion that the random forest classifier and feature selection using the Chi-2 
method have the potential to improve the model's accuracy. The accuracy of the 
proposed model reached as high as 96.99%. 
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Fig.1. Phishing URL distribution between 2020 and 2022 

 
Since 2003, numerous agencies around the world have collaborated to reduce losses caused by phishing URLs. 
However, literacy is required to protect beside phishing attacks, and professionals’ also as academic studies 
may play a significant role in preventing phishing attacks [7]. The goal of this study is to improve phishing 
website detection accuracy [8]. The process of detecting phishing websites is broken down into two distinct 
phases in this study. Eight machine-learning classifiers are used to classify the dataset in the first stage. In 
contrast, in the second stage, six feature selection algorithms and machine learning classifiers are used to 
represent the data. The goal was to choose prominent features that make classifiers with fewer features more 
accurate. Table 1 provides a description of the features that were chosen by various feature selection algorithms, 
as well as the abbreviations that are used to describe each feature in Table 2 and Table 3, which are presented 
in order. 
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Table1. Features selection by different feature selection algorithms
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The leftover article is depicted as follows: The previous efforts to identify phishing websites are discussed in 
Section 2. Section 3 discusses the experimental diagram and its explanations. An explanation of the dataset 
and information about the attributes are included in Section 4. Section 5 discusses the experiment's results, 
while Sections 6 and 7 discuss the experiment's conclusion. 

 
2. Literature Review 

 
An active area of research is the classification of phishing websites using ML-based approaches using various 
supervised classification methods. This section discusses state-of-the-art machine learning-based phishing 
website detection techniques. 
As a first attempt at modeling phishing attacks, a crude method of building feature sets from lists of words in 
URLs has been attempted as bag-of-words vectors [9]. Feng et al. [10] for phishing detection, a novel neural 
network is proposed. By implementing risk minimization principles, they enhance the network's 
generalizability. 11,055 samples marked as legitimate or phishing are available in the UCI repository for testing 
the proposed network's performance. In addition, the dataset specifies 30 features for each website, all of which 
are domain-based, exception-based, HTML and Javascript-based, and address bar-based. Muhammad et al. 
[11] by systematically extracting URL features and proposing hierarchical classifiers based on the extraction 
rules, we contributed to the automation of phishing URL detection tasks. It's important to note that despite the 
fact that using features from third-party services can make detection take longer, it actually makes detection 
more accurate [12]. They studied how well the proposed algorithm works on 1407 legitimate and 2119 phishing 
websites in the Alexa database3 and PhishTank2 respectively. Deep learning-based phishing detection has been 
the subject of extensive research due to the limitations of rule-based feature selection and modeling in terms 
of generalization performance to unobserved URLs [13]. Deep learning is a technique for fitting complex 
mapping functions that makes use of a large number of observations. The process of selecting features is 
automated using word-level features and variants based on recurrent neural networks [14, 15]. Muhammad  et 
al. [ 16] proposed a brand-new self-structured NN for the purpose of identifying websites that are phishing. 
They assigned 17 signatures to 800 phishing and 600 legitimate websites taken from the archives of PhishTank 
and Millersmiles 4, a few of which were taken from third-party services. The power and generalizability of 
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neural networks in phishing detection are demonstrated by their experiments. They proposed a 
backpropagation-trained feedforward neural network for website classification in another work [17]. On the 
other hand, because it is established that language, as well as sentiment analysis, can be modeled from the 
sequences of characters that make up a string [18], the character-level features that make up URLs are selected 
as the key features. Since character sequence feature sets require less feature selection or preprocessing, deep 
learning-based research focuses on optimizing computation and structure. Using only client-side features, a 
machine learning-based approach for identifying phishing websites was proposed by Jain and Gupta [19]. 
Using 19 features extracted from URLs and source code, they evaluated their method on 2,141 phishing pages 
from PhishTank and Openfish, 1,918 legitimate pages from the Alexa database, and a number of online payment 
and banking sites by verifying the effect of data enhancement on the performance enhancement of virtual 
phishing URL generation by using generative adversarial networks (GANs) [20]. Although each of the 
aforementioned studies suggests a variety of features for detecting phishing websites, a few of these 
characteristics may not be sufficient to identify instances of phishing [21]. There has been little focus on 
selecting the best features for detecting phishing websites. Rajab suggests using correlated feature sets and 
information gain to identify phishing sites. The UCI repository's results show that 11 and 9 features were chosen 
by IG and CFS, respectively, with 30 features assigned to 11,055 samples. The efficacy of the classification based 
on the selected features was also evaluated using the data mining technique RIPPER. Bu and Cho [22] use an 
unsupervised learning approach to filter phishing attacks and find significant class imbalances in phishing URL 
classification. The authors Babagoli et al. [23] used a dataset that was similar and suggested using decision 
trees and wrapper methods to select features, which led to the selection of 20 features [24]. They utilize a novel 
metaheuristic-based nonlinear relapse calculation to assess phishing location execution. However, the feature 
selection methods used in these studies still rely on the data and necessitate user-specified thresholds that 
should be established. The classification algorithm's final performance is influenced by these thresholds, 
particularly when selecting features from out-of-sample training data in practice. According to research 
streams, Microsoft developed a deep learning model that better detects phishing attacks by utilizing character-
level and word-level features [25]. Based on the enhancement of the URL feature set and deep learning 
operations of the self-attention mechanism, the most accurate and reliable of the currently available phishing 
detection methods is. Utilizing expert knowledge-based feature sets and character- and word-level URL 
features, Bu and Cho also improve performance [26]. First-order logic-based phishing attack detection rules 
successfully correct the output of deep learning classifiers and address the need to optimize the phishing 
detection feature set. Deep learning, conventional machine algorithms, and genetic algorithm-based 
combinatorial search have previously been combined for improved performance. Suleiman et al. [27] improved 
the accuracy of NB classifiers, k-NN classifiers, DT and RF classifiers by incorporating evolutionary 
computation-based feature selection algorithms into traditional machine-based algorithm-based phishing 
website detection tasks. Park et al. [28] improvement of discovery rules in light of hereditary calculation, 
amplifying the exactness and review of profound learning classifiers, and further developing identification 
execution. 
 

3. Experimental Methodology 
 
In this section, we talk about the proposed experiment in which a number of machine learning classifiers were 
used before and after the feature selection process [29]. There are six feature selection methods in the interval 
between before and after feature selection. The optimal number of features was selected by each of the feature 
selection algorithms. The proposed method's overall architecture, which compares the results obtained before 
and after feature selection, as well as the number of features selected by each algorithm, is depicted in Figure 
2, which shows the architecture in its entirety. In this section, all ML classifiers have been described in brief as 
well as all feature selection algorithms. 
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Fig.2. Experiment's flow diagram 

 
3.1. Machine Learning Classifiers 
Self-teaching algorithms are the focus of the artificial intelligence (AI) subfield known as machine learning. In 
machine learning, professionals employ a wide range of algorithms, including classifiers [30]. There are two 
main models in the classifier category: both with and without supervision. Classifiers learn to distinguish 
between unlabeled and labeled data in the supervised model. They are able to recognize patterns as a result of 
this training and, in the end, function independently without the use of labels. Pattern recognition is used by 
unsupervised algorithms to classify unlabeled datasets with increasing precision [31]. By automating the 
analysis and classification steps, AI tools with classification functionality simplify this procedure. 
 
3.1.1. Support vector machine (SVM) 
Finding a hyperplane or N features in an N-dimensional space that clearly classifies the data points is the goal 
of the SVM algorithm [32]. There are numerous possible hyperplanes from which the two classes of data points 
can be distinguished. Our goal is to locate a plane with the greatest margin, or distance between data points 
from both classes. In order to classify subsequent data points with greater confidence, increasing the margin 
distance to its maximum provides some reinforcement. However, a kernel trick emerges in problems involving 
non-linear SVMs. In higher-dimensional space, a kernel is a function that converts the original nonlinear 
problem into a linear one. 
 
3.1.2. Logistic Regression (LR) 
In machine learning, a classification method called logistic regression is utilized [33]. Logistic functions are 
used to model the dependent variable. Because the dependent variable is dichotomous, there are only two 
possible categories. Logistic regression is included in supervised learning. Supervised learning occurs when an 
algorithm uses a labeled dataset to learn and analyze the training data. There are inputs and anticipated outputs 
in these labeled datasets. Supervised learning also includes regression and classification. 
 
3.1.3. Random Forest (RF) 
In machine learning, random forest is a supervised learning method for classification and regression 
algorithms. It is a classifier that improves the dataset's predicted accuracy by averaging the results of several 
decision trees applied to various subsets of the dataset [34]. It makes a "forest" from a collection of decision 
trees that are typically trained by "bagging." The fundamental premise of bagging techniques is that output can 
be enhanced by combining multiple learned models. 
 
3.1.4. AdaBoost 
Adaboost, or Adaptive Boosting, is a 1996 ensemble boosting classifier proposed by Yoav Freund and Robert 
Schapire. To improve classifier accuracy, it combines multiple classifiers. AdaBoost is a method for iterative 
ensembles [35]. By combining multiple underperforming classifiers, the AdaBoost classifier creates a powerful 
classifier with high accuracy. The basic idea of Adaboost is to train data samples and set the weights of 
classifiers in iteration so that they can accurately predict abnormal observations. 
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3.1.5. Decision Tree (DT) 
Decision trees, a type of supervised machine learning, involves successively partitioning data based on 
particular parameters [36]. Two entities that can be used to interpret a tree are the decision nodes and the 
leaves. Leaves are used to represent decisions or outcomes. Additionally, decision nodes split the data. 
 
3.1.6. k-Nearest Neighbor (k-NN) 
The k-nearest neighbor classifier is one method for nonparametric supervised machine learning. It relies on 
distance: It classifies objects according to the classes of their closest neighbors [37]. The most common 
application for KNN is classification, but it can also be used to solve regression issues. Labels in the training 
set serve as a guide for learning in a supervised model. Check out our in-depth explanation of the principles of 
supervised learning for a better understanding of how it works. The model's training step does not include any 
parameter fine-tuning because it is non-parametric. K is a hyperparameter, but it can be thought of as an 
algorithm parameter in some way. It is chosen by hand and stays the same during training and inference. Also 
non-linear is the k-nearest neighbor algorithm. It is suitable for data where the relationship between the 
independent variable and the dependent variable is not a straight line, rather than simple models like linear 
regression. 
 
3.1.7. Gradient boosting classifier (GBC) 
In Gradient Boosting, each predictor tries to make its predecessor better by lowering the error. Gradient 
Boosting, on the other hand, fits a new predictor to the residuals of previous predictors rather than fitting a 
predictor to the data at iteration [38]. This is an intriguing concept. In order to make an initial prediction based 
on the data, the algorithm will determine the logarithm of the probability of the target feature. This is typically 
determined by dividing the number of true values by the number of false values. 
 
3.2. Feature Selection Algorithms 
In machine learning, feature selection removes features that are redundant, noisy, or irrelevant to select the 
most relevant subset of the original set. Six distinct feature selection methods are utilized to select the most 
prominent and relevant features in order to enhance the classifier's accuracy [39]. Table 1 lists all of the features 
chosen using various feature selection methods. 
 
3.2.1. Pearson correlation 
Using Pearson Correlation, a correlation matrix is created that measures the linear association between two 
features and provides values between -1 and 1 for the degree of correlation [40]. It computes the association 
between each feature and the target variable to determine the degree to which two features are dependent on 
one another. The feature with the greatest impact on the target can be identified. 
 

𝑟 =
∑ ⬚𝑛

𝑖=1 (𝑥𝑖 − 𝑥)(𝑦𝑖 − 𝑦 ̅)

√∑ ⬚𝑛
𝑖=1 (𝑥𝑖 − 𝑥)2 ∑ ⬚𝑛

𝑖=1 (𝑦𝑖 − 𝑦)2
 

Where n is the number of records in the dataset, x is the average value of the sample attribute, x is the ith value 
of the variable, and y is the target variable. 1 indicates a correlation, -1 indicates a correlation, and 0 indicates 
no correlation. 
 
3.2.2. Ch-2 
The chi-2 test was used to verify the independence of attributes in statistical models [41]. The model measures 
the difference between expected and actual responses. A lower Chi-2 value indicates that the variables are less 
dependent on one another, while a higher value indicates a greater correlation. The null hypothesis is based on 
the initial assumption that the attributes are distinct from one another. The following formula is used to 
determine the value of the expected result: 

𝐸𝑖 = 𝑃(𝑥𝑖 ∩ 𝑦𝑖) =  𝑃(𝑥𝑖) × 𝑃(𝑦𝑖)  
The following expression can be used to calculate the chi-square: 

𝜒2 = ∑ ⬚

𝑛

𝑖=1

𝑂𝑖 − 𝐸𝑖

𝐸𝑖

 

Where, i → range from 1 to n,  
n → dataset records, 
Oi → actual outcome, 
Ei → the expected outcome 
 
3.2.3. Recursive feature elimination (RFE) 
The individual properties of features and how they interact with one another are the primary focus of the 
fundamental methods for selecting features. Based on variance and the correlation between them, some 
examples of methods that remove unnecessary features include variance thresholding and pairwise feature 
selection. However, a more practical strategy would choose features based on how they affect the performance 
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of a particular model. By removing features one at a time until the optimal number of features are left, it reduces 
model complexity. Recursive Feature Elimination, also known as RFE Feature Selection, is a method of 
selecting features that cuts down on the complexity of a model by picking the most important ones and 
removing the weaker ones [42]. The selection procedure eliminates these less important characteristics one at 
a time until it reaches the optimal number required for optimal performance. The model's dependencies and 
collinear ties are then removed by recursively removing a small number of features per loop. The number of 
features reduced by recursive feature elimination results in an increase in model efficiency. 
 
3.2.4. Logistic Regression (LR) 
Logistic regression seeks to establish a connection between characteristics and the likelihood of a particular 
outcome. The only difference between a Logistic Regression model and a Linear Regression model is that, in 
place of a linear function, the Logistic Regression model makes use of a more complex cost function known as 
the Sigmoid function or logistic function [43]. The term "logistic regression" can be, 

𝑙𝑜𝑔 𝑙𝑜𝑔 (
𝑝(𝑥)

1 − 𝑝(𝑥)
)  = 𝛽0 + 𝛽1𝑥 

Where, 
𝑝(𝑥)

1−𝑝(𝑥)
 → odd term and 𝑙𝑜𝑔 𝑙𝑜𝑔 (

𝑝(𝑥)

1−𝑝(𝑥)
) →logit or log-odds function. 

 
3.2.5. Random Forest (RF) 
A supervised model called Random Forest employs both decision trees and bagging [44]. The idea is to 
resample the training dataset using a technique called "bootstrap". Fit a decision tree with each sample 
containing a random subset of the original columns. Based on its ability to increase the purity of its leaves, each 
Random Forest tree is able to determine the importance of features. The importance of this feature increases 
with leaf purity. This is done for each tree, averaged over all trees, and then normalized to 1 at the end. As a 
result, the random forest's importance scores all add up to 1. 
 
3.2.6. LightGBM 
A gradient boosting framework called Light GBM makes use of a tree-based learning algorithm [45]. The tree 
is grown vertically by Light GBM and horizontally by another algorithm. As a result, Light GBM creates trees 
one layer at a time. 
 

4. Experimental Setup 
 
The used dataset comes from the Kaggle Repository's Phishing website dataset [46]. There are 32 features in 
the phishing dataset; the feature with the name Index has been removed because it only contains serial 
numbers. Table 2 shows that of the 31 features, there are 30 independent features and 1 dependent feature. The 
Result is the final feature, indicating whether the website is phishing (1) or legitimate (0). There are 4898 
legitimate websites and 6157 phishing websites, as depicted in Figure 3. 
 

 
Fig.3. Phishing and legitimate websites 
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5. Result 
 

The results presented in this manuscript are based on both before and after feature selection. By comparing 
these results, we can see if the result based on fewer features could be better than the result based on all 
features. First, we discuss results based on all features, such as (f1, f2....f30), as shown in Table 3. The accuracy, 
recall, precision, f1-score, and confusion matrices, as well as the correlation matrix of features and ROC curve 
analysis, formed the basis for these actual results [47].’ 
 
5.1. Result based on before feature selection 
A correlation matrix is first constructed between the coefficients of various variables [48]. In order to 
summarize a phishing dataset and identify and visualize patterns in the provided data, the matrix illustrates 
the correlation between all 31 pairs of feature values in a table. The variables are displayed in rows and columns 
in each feature. The correlation coefficient can be found in any cell in a table. Additionally, other kinds of 
statistical analysis are frequently used in conjunction with the correlation matrix. Figure 4 shows that the ranks 
of the 12-features f5, f4, f1, f9, f2, f11, f6, f19, f8, f7, f16, and f18 are highly correlated. 
 

 
Fig.4. Correlation matrix 

 
On our dataset with all features, we used various machine learning classifiers in the subsequent step. As 
previously stated, an assorted classifier was used to predict the accuracy of the classifiers using the dataset. A 
number of experiments involving machine learning-based classification based on our dataset's features are 
presented in Table 4. The dataset is divided using a machine learning technique for evaluating and comparing 
learning algorithms. Training accounts for 80% of the dataset, while testing accounts for 20%. K-fold cross-
validation validates the dataset. The dataset goes through the testing phase after being trained using various 
machine learning classifiers. At this point, various machine learning algorithms are also applied to the 
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particular data. The distinction in our instance was made between phishing and non-phishing website URLs. 
The dataset performed well in comparison to the eight machine learning classifications. That was the first 
stream experiment that utilized before feature selection to obtain results from simple classification. In this 
instance, the accuracy-based result with both RF and DT had the highest accuracy on the test dataset—96.06 
percent—so we can call it a tie.. Table 4 depicts the training and testing outcomes based on various classifiers. 
Figure 5 depicts the corresponding outcome. 
 

Table 4. Accuracy (Train and Test) of the classifiers with all features 
Accurac
y 

SVM 
(kernel='linea
r') 

SVM 
(kernel='rbf
') 

LR RF AdaBoo
st 

DT K-NN GBC 

Train 92.84% 95.41% 92.94
% 

99.06
% 

93.96% 99.06
% 

96.55
% 

95.28
% 

Test 92.85% 94.71% 92.40
% 

96.74
% 

93.58% 95.97
% 

94.08
% 

95.07
% 

 
  

 
Fig.5. Visualization of classifier accuracy across all features during training and testing 

 
The effectiveness of the proposed model was then assessed with the help of four well-known validation 
techniques. These performance metrics are listed in Table 5. We can use precision measure to evaluate the ratio 
of correctly predicted observations to positive observations in our experiments. The recall test looks at the 
proportion of correctly predicted positive observations to all actual class observations. The F-measure is a 
precision and recall weighted average. For the purposes of measuring Recall, Precision, Specificity, Accuracy, 
and AUC-ROC curves, the confusion matrix is a table with four distinct combinations of predicted and actual 
values. 

Table5. Metrics for validation used in the experiment 
Validation 
measures 

Using formula 

  
Precision 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝑇𝑃)

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝑇𝑃) + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑣𝑒 (𝐹𝑃)
 

Recall 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝑇𝑃)

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝑇𝑃) + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 (𝐹𝑁)
 

F1-score  

2 × 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

92.85%

94.71%

92.40%

96.74%

93.58%

95.97%

94.08%
95.07%

92.84%

95.41%

92.94%

99.06%

93.96%

99.06%

96.55%

95.28%

(kernel='linear') (kernel='rbf')

SVM SVM LR RF AdaBoost DT K-NN GBC

Test Train
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Confusion 
Matrix 

 
 
 
Table 6 displays the phishing and legitimate URL precision, recall, and f1 scores for the training and testing 
datasets. The training and testing datasets have also had the confusion matrix score extracted. On the test 
dataset, the only winner is the RF classifier, with precision, recall, and f1-score of 96.31 percent, 98.00 percent, 
and 97.15 percent, respectively. The validation score is very similar to RF when compared to DT. The confusion 
matrix-based result is also very close to DT. 
 

Table 6. Performance Metrics (Train and Test) of the classifiers with all features 
Classifiers precision  recall f1-score Confusio

n Matrix 
Train 
(%) 

Test (%) Train 
(%) 

Test (%) Train 
(%) 

Test (%) Trai
n 

Tes
t 

0 1 0 1 0 1 0 1 0 1 0 1 
SVM 
(kernel=’li
near’) 

93.1
1 

92.
63 

93.
18 

92.
61 

92.
63 

94.
61 

90.
06 

94.
98 

91.
86 

93.
61 

91.5
9 

93.
78 

[[35
73  
369] 
 [ 
264 
463
8]] 

[[ 
861   
95] 
 [  
63 
1192
]] 

SVM 
(kernel=’rb
f’) 

96.1
1 

94.
87 

95.
35 

94.
24 

93.
48 

96.
96 

92.
25 

96.
57 

94.
77 

95.
90 

93.
77 

95.
39 

[[36
85  
257] 
 [ 
149 
4753
]] 

[[ 
882   
74] 
 [  
43 
1212
]] 

LR 93.
20 

92.
74 

91.
91 

92.
76 

90.
79 

94.
67 

90.
37 

93.
94 

91.
98 

93.
70 

91.1
3 

93.
34 

[[35
79  
363] 
 [ 
261 
4641
]] 

[[ 
864   
92] 
 [  
76 
1179
]] 

RF 99.
25 

98.
90 

97.
32 

96.
31 

98.
63 

99.
40 

95.
08 

98.
00 

98.
94 

99.
15 

96.
19 

97.1
5 

[[38
88   
54] 
 [  29 
487
3]] 

[[ 
909   
47] 
 [  
25 
123
0]] 

AdaBoost 94.
37 

93.
64 

93.
57 

93.
57 

91.9
3 
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DT 99.
00 
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0 
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48 

96.
34 
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88 
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20 
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8 
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57 
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94 
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15 
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33 
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]] 
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64 
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48 
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74 
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32 
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58 
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32 
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46 

95.
29 
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11 
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90 
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10 
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80 
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 [ 
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]] 

[[ 
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 [  
59 
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]] 

GBC 95.
67 
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98 

95.
29 
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90 
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65 
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59 

93.
20 
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49 
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65 
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78 
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23 

95.
69 

[[36
92  
250] 
 [ 
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]] 

[[ 
891   
65] 
 [  
44 
1211
]] 

 
An aggregate measure of performance across all possible classification thresholds is provided by the ROC 
(AUC) curve. As shown in the preceding results, accuracy, precision, recall, the F1-score, and the confusion 
matrix all have very close scores; consequently, we require additional clarification regarding results based on 
these metrics. The Figure 6 is calculated using these metrics. RF has a higher ROC (AUC) score than DT. 
 

 
Fig.6. RF and DT ROC (AUC) curves 

 
5.2. Result based on after feature selection 
In a wide range of applications, the feature selection algorithms have received increasing attention. Using these 
algorithms, simulate "survival of the fittest" evolution to search the solution space. The score obtained by 
various feature selection algorithms on various numbers of features is shown in Table 7 from the simulation 
result. Multiple scores are produced by the eight classifiers based on their training and testing results 
(accuracy) on fewer features. When these scores are compared, we can see that the Ch-2 feature selection 
algorithm gave RF the highest testing accuracy—96.99%—at 20 numbers of features. RF classifier, on the other 
hand, achieves the second highest score (96.25 percent gain) when using the same number of features, 20. 
 

Table7. Classifier accuracy (Train and Test) for various feature selections 
Classifiers Pearson 

Features = 
20 

Chi-2 
Features = 
20 

RFE 
Features = 
20 

Logistics 
Features = 
12  

Random 
Forest 
Features = 
13 

LightGBM 
Features = 
11 

Trai
n 

Test Trai
n 

Test Trai
n 

Test Trai
n 

Test Trai
n 

Test Trai
n 

Test 

SVM 
(kernel=’linea
r’) 

92.3
2 

92.4
5 

92.3
5 

92.5
8 

92.8
8 

92.7
2 

92.2
4 

92.4
9 

92.1
1 

92.3
1 

90.7
6 

91.5
4 

SVM 
(kernel=’rbf’) 

95.3
0 

94.6
6 

95.1
5 

94.6
6 

95.2
6 

94.5
3 

94.0
2 

93.6
2 

94.7
5 

94.7
1 

94.3
2 

93.8
9 



1038                                    9436 ),4(29/ Kuey,  Anjaneya Awasthi    
   

LR 92.5
9 

92.4
9 

92.7
4 

92.5
4 

92.9
3 

92.4
9 

92.3
9 

92.4
0 

92.2
1 

92.3
6 

91.3
5 

91.5
4 

RF 98.5
6 

96.0
7 

98.6
3 

96.9
9 

97.9
1 

96.2
5 

96.5
3 

95.0
2 

97.6
4 

96.0
2 

96.6
3 

94.5
7 

AdaBoost 93.2
2 

93.4
0 

93.4
9 

93.3
1 

93.6
9 

93.4
0 

93.3
2 

93.8
0 

93.2
8 

93.0
3 

91.9
0 

92.5
4 

DT 98.5
6 

95.5
7 

98.6
3 

95.7
9 

97.9
1 

95.5
7 

96.5
3 

94.8
0 

97.6
4 

95.2
5 

96.6
3 

93.8
0 

K-NN 96.1
2 

93.4
0 

95.8
7 

93.0
8 

95.6
7 

94.0
8 

95.1
8 

93.4
4 

95.5
0 

93.2
6 

95.0
1 

92.9
4 

GBC 94.4
3 

94.6
2 

94.6
0 

94.5
3 

94.7
8 

94.6
2 

94.1
9 

94.2
1 

94.4
6 

94.3
5 

94.0
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Figure 7 is the conclusion of the data presented in Table 7, which provides a summary of the previous findings. 
 

 
Fig.7. Accuracy of the classifiers for various feature counts 

 
According to Table 7, the testing accuracy of RF is the highest when all of the classifiers with varying numbers 
of features are compared. As can be seen in Table 6, RF is the high-scoring classifier, so we created Table 8, 
which shows the concentric result based on RF at various features and a comparison with all features (WFS). 
In addition, a comparison is made in Figure 8 to show the classifiers' testing accuracy across all features and 
different numbers of features. 
 

Table8. Classifier accuracy (Test) for various feature selections 
Test Pearson 

Features = 
20 

Chi-2 
Features = 
20 

RFE 
Features = 
20 

Logistics 
Features = 
12 

Random 
Forest 
Features = 
13 

LightGBM 
Features = 
11 

WFS 
Features = 
All 

RF 96.07 96.99 96.25 95.02 96.02 94.57 96.74 
 
*WFS → without feature selection 
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Fig.8. A test of the accuracy of the classifiers with all features and different numbers of features 

 
6. Discussion 

 
The goal of the feature selection process in this study was to pick the best URL-based features from Table 1. We 
used Pearson, Chi-2, Logistics, Random Forest, Light GBM, and RFE as feature selection algorithms at this 
point. Utilizing feature selection algorithms allowed for an improvement in detection accuracy. When 
employing SVM (linear and rbf), LR, RF, AdaBoost, DT, K-NN, and GBC as classifiers, the feature selection 
algorithms select the features listed in Table 3 automatically. As shown in Table 3, Pearson, Ch-2, and RFE 
each selected a maximum of 20 features. While Light GBM, Random forest, and Logistic each selected 12, 13, 
and 11 features. Estimates of the training and testing accuracies (Tables 4 and 5) were calculated using the 
phishing dataset with its entire features, precision, recall, f1-score, and confusion matrix (Table 6). In terms of 
accuracy, RF performed better than any other participant in this experiment (96.74 percent), and the validation 
metrics also performed well for RF. Additionally, we utilized six feature selection algorithms, each of which, 
when applied, selected distinct features as shown in Table 3. The Pearson, Chi-2, and RFE feature selection 
methods have chosen a maximum of 20 features from a total of 30 in Table 7. When compared to seven other 
classifiers, Pearson, Chi-2, and RFE have testing accuracy of 96.07%, 96.99%, and 96.25%, respectively. Table 
7 shows that in this experiment with the phishing dataset, only the RF classifier with 20 features selected using 
the Chi-2 feature selection method performed better. The Chi-2 method selects the features f1, f2, ..., f12 and 
f14, f15, ..., f21, i.e. 20 features in total. In the final step, we compared the RF classifier's results for a variety of 
features to those for the entire phishing dataset (see Table 8). The RF classifier has the highest accuracy, at 
96.94% with all 31 features and 96.99% with 20 features. Figure 8 depicts the comparative diagram produced 
by our experiment. 
We compared the proposed model to other machine learning models that are being studied at the moment. The 
proposed model improves the detection system's accuracy, as shown by the obtained results. In Table 9, the 
creators presented a phishing recognition model by using highlight determination and consolidating as a pre-
handling step for the dataset. By utilizing feature selection classifiers and reducing the number of selected 
features in our proposed work, we attempted to maximize accuracy. 
Table9. Comparing our approach to that of recent studies 
Where NR→ Not Reported 

 
 
 

Pearson Features = 20, 

96.07

Chi-2 Features = 20, 96.99

RFE Features = 20, 96.25

Logistics Features = 12, 

95.02

Random Forest Features = 

13, 96.02

LightGBM Features = 11, 

94.57

WFS Features = All, 96.74
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95

95.5

96
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97.5
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7. Conclusion and Future Work 
 
Website phishing is an effective attack that can lead to the disclosure and unauthorized use of sensitive 
information by Internet users. Phishers aim to steal sensitive information from naive users, such as usernames 
and passwords, bank account information, and credit card numbers. For the purpose of detecting spoofed 
websites, we have identified and examined the most critical features in this article. In order to select the features 
that are most useful for detecting website phishing, we suggested six feature selection strategies. Furthermore, 
we propose a phishing attack detection strategy based on eight machine learning algorithms, where the RF 
classifier achieves the highest accuracy for all features and less. Our phishing detection method can classify 
phishing websites in real time and deliver superior results to those of the existing methods. In subsequent work, 
we will expand our approach from URL-only to webpage content-based techniques in order to be able to inspect 
and analyze webpage data after the webpage has been rendered and downloaded to the user's computer. We 
believe that combining technologies based on web content and URLs will add an additional layer of security. 
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