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ARTICLE INFO ABSTRACT 
 Nearly all real-world processes have moved to digital platforms in recent years as 

a result of the Internet's unavoidable growth. Because mobile devices facilitate 
our connection with connected services at your convenience, there is a surge in 
the usage of the internet in all facets of our lives. But this inevitable growth also 
carries with it several security lapses, particularly for regular end users. To make 
things easier for them, phishing is one of the most popular attack tactics used by 
hackers. An innocent email or social media message is what initially starts this 
kind of assault, directing the victims to a malicious website. These attack types are 
very difficult for security administrators to identify. Consequently, a content-cen-
tric Phishing Detection strategy is suggested in this study. The idea aims to iden-
tify the optimal training models by implementing around six distinct machine 
learning models. According to experimental findings, the suggested methods are 
incredibly reliable and provide security administrators with respectable accuracy. 

 
1 Introduction 

 
Phishing involves deceivers who manipulate individuals into revealing sensitive information, such as 
usernames, passwords, bank account details, or credit card numbers, by creating deceptive web pages that 
closely resemble authentic sites.  Phishing is not a recent form of online attack; rather, it is a traditional form 
of attack that attackers continue to employ because it is thought to be one of the most successful ways to access 
the target's system. Attackers choose phishing because it is simple to execute while yet having the potential to 
directly contact several online users as a target. This is supported by scientific data, which shows that phishing 
attack cases are significantly rising year. During the initial six months of 2023, there has been a staggering 
464% rise in email-based phishing attacks compared to the previous year, 2022. Concurrently, there is a nota-
ble 24% uptick in attacks per organization over this period. 
There are three categories of insider threats: intentional, careless, and unintentional. [1] Ever since the initial 
cyber-attack, millions of attacks of various kinds have been launched daily in every industry. By now, many 
nations have established defense departments and corresponding cyber-attack plans. The history of cyber-
attacks is quite extensive. A vast range of attack techniques have been employed ever since the onset of the 
initial cyber-attack many years ago as a result of technological advancements. Today's most widely utilized 
attack types include malware, phishing, XSS, DOS, and DDOS assaults, listening, MitM attacks, birthday, pass-
word attacks, XSS attacks, and phishing. Every one of these attacks employs a distinct technological setup and 
methodology. 
Considering the general stages of a phishing attack, Initially, the target audience receives the pre-made attack 
mail—whose content is tailored to make it attractive to the target user. After that, the unauthenticated sender 
of this email adds themselves to the list of susceptible users. There is no denying that the message has been 
expertly edited to appear deceptive. By participating in comparable situations, such as updating, clicking, log-
ging in, or completing a payment, the user interacts with the content as intended by the sender of the message, 
potentially exposing, and sharing their information. The shared data is promptly assimilated by the attacker's 
system. To use the information obtained, funds and information are transferred from actual systems. In this 
manner, the process comes to an end, and in a matter of seconds, every user who interacts with the system falls 
victim to a straightforward phishing attack. Figure 1 illustrates a comprehensive phishing life cycle. 
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Fig. 1. 

 
This research will concentrate on safeguarding against phishing attacks that leverage machine learning and 
artificial intelligence. The goal is to offer a fresh viewpoint and substitute for current systems, all without re-
quiring prior knowledge gained by user or experience. Using the strategy we've created, we will classify a sus-
pect source as dangerous and make sure that precautions must be taken against any kind of possibility of 
phishing related attacks if it surpasses the limiting value we've set by verifying it with models based on artificial 
intelligence. 
 

2 Related Work 
 
Numerous anti-phishing defense techniques have been used up to this point. List-based, rule-based, and In-
trusion detection systems relying on pattern recognition to identify any similarities have all been implemented 
in compliance with different scenarios. Each method of use has resulted in particular security weaknesses and 
problems that are specific to the environment in which it is used. 
Let us have a brief look over these methods one-by-one. 
 
2.1 List-based intrusion detection 
In these systems, a blacklist or whitelist limits the content of the mail or address that can be accessed via a 
URL. 
The blacklist programme safeguards and restricts access to websites that have been previously identified as 
phishing attacks. 
The fundamental problem is that the system relies on URLs to function. Even a slight modification to the ad-
dress of the URL can trick the vulnerable control mechanism, resulting in a security vulnerability. Further-
more, because these systems lack experience, it is unable to provide defense against recently created assaults. 
As long as the system is in operation, efficiency and production clearly diminish as the blacklist gets longer and 
longer every day. 
The reverse application method is utilized in systems with white lists for applications. A restricted set of pre-
determined URL addresses that can be visited and only these URLs are accessible for universal-purpose, se-
cured, and applications reliant on internal network. The biggest problem with this system is that access prob-
lems commonly occur as a result of its rigorous control mechanisms. As a result, there are two problems: access 
requests and work blocking. 
 
2.2 Rule-based attack detection 
If address of a web or it’s URL is to be accessed, rule-based systems use simple criteria to assess whether it is 
a phishing attack. The strategy that has been used here often involves acting in accordance with the outcomes 
of Boolean type return rules, which have structures approximating IF THEN, OR AND, or Rule-based systems 
fall under a number of different areas. The first tactic makes use of rule structures based on search engines. 
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The if condition is employed in this method to determine if the domain address or URL is present in the indices 
of prominent search engines. The relevant address is marked as an attack if any of the information of URL or 
domain is missing from the search engine indexes. 
 
2.3 Machine Learning-Based Attack Detection 
Machine learning is the most recent and current approach for identifying invasions. The system functions gen-
erally in accordance with the findings of estimation based on probability by developing a model after gathering 
a sizable quantity of attacks and authentic website material, identifying their characteristics, and then querying 
these models whenever it encounters a new website. The reason for this knowledge's rise to prominence is the 
fact that it generates results with a significantly greater rate of performance than other systems using the char-
acteristics and information extracted from multiple websites. Nevertheless, the system has made a noteworthy 
contribution to prioritizing the avoidance of performance issues over time. It can identify even recently gener-
ated phishing attacks, adapt and learn through usage, continually enhancing its capabilities, and furnishing 
more precise results. Constructing models through extraction of features using supervised learning methodol-
ogies, which are recognized in the area, it is determined in this study whether model is more successful for 
such a system. In the near future, it is predicted that this paradigm, which is based on artificial intelligence, 
would surpass all other systems in effectiveness, outperforming existing approaches across all systems. [2] 
In [3, 4], Buber et al. used specific NLP techniques to analyze website URLs and assess whether or not they 
were counterfeit. Based on the results of their experiments, they attained very high rates of accuracy in their 
model. But they only concentrate on the address. However, using various URL shorteners makes changing the 
web page's address straightforward with today's technologies. Therefore, it is vital to use content-based detec-
tion. 
 

3 Objective 
 
Phishing has developed into a serious cyber security issue, posing significant risks to people, businesses, and 
even the security of the entire country. These assaults usually make use of deceptive emails, fake websites, or 
social engineering methods. Phishing techniques have advanced, using tailored messaging, convincing website 
clones, and sophisticated social engineering techniques to trick naive website users. Effective and efficient 
methods are urgently needed to identify and prevent phishing attacks. 
The primary goal of this research paper is to develop a robust and accurate fraudulent website detection system 
combining machine learning techniques and webpage content-based features. The major objective is to iden-
tify malicious websites that use the detailed information contained in the structure, layout, and content of 
webpages to deceive users and steal personal information. By looking at a wide range of content-based criteria, 
including HTML tags, input forms, images, links, and textual elements, the objective is to construct machine 
learning models that can precisely distinguish between legitimate and phishing websites. The objective of the 
research is to attain a notable level of precision, sensitivity, and specificity in detecting phishing URLs in order 
to enhance the security and trustworthiness of online surfing experiences. The results of this study will con-
tribute to the advancement of more sophisticated and dependable systems. 
 

4 Methodology 
 
Here is the visual representation of the entire methodology that has been followed in Figure 2. 

 
Fig. 2. 
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4.1 Dataset 
For phishing websites, we used the Phistank.com dataset. Phistank.com [5] is a website with many data sources 
and a variety of tools for spotting phishing scams. Many commercial enterprises and cyber security companies 
use the information in this to develop defense solutions. Additionally, it provided details on classification rules 
for either positive or negative data. We acquired a dataset of legitimate URLs from tranco-list.eu. The word 
"Tranco-list.eu" refers to a public dataset and website that provides information on the most popular websites 
online. As a part of this project, a comprehensive ranking of websites based on their popularity and traffic will 
be developed and maintained. 

 

Table 1.Dataset Information 
 Dataset 
Phishing 8353 
Non-Phishing 5438 
Total 13791 

 
4.2  Feature Extraction 
Then, using a feature extraction technique, pertinent features are derived from the website content. In this 
process, HTML tags are analyzed while specific elements (such as buttons, photos, and links), text content, 
and other pertinent elements are sought after. This stage takes into account the elements you mentioned, in-
cluding the presence of particular HTML tags, input forms, buttons, and images. 
We carried out a careful feature identification analysis to identify important traits. By analyzing the contents 
and source codes of websites and emails, we focused on studying the more thorough investigations conducted 
in the background. The characteristics of email and websites with JavaScript and HTML coding have been the 
subject of extensive research. 44 different aspects in this text were found during our analysis. 
The several features that are taken into account are- 
 

 
 

4.3 Model training 
In the context of phishing website detection utilizing a content-based approach, the learning algorithms part 
includes the use of several machine learning models to categorize and identify phishing websites according to 
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their content characteristics. Many machine learning methods, including Support Vector Machine (SVM), Ada-
Boost, Gaussian Naive Bayes, Random Forest, Decision Tree, and K-Nearest Neighbours (KNN), have been 
used in this study. 
Simple yet effective, Gaussian Naive Bayes is a probabilistic classifier. It assumes the traits are independent 
and have a Gaussian distribution. With regard to phishing website detection, it establishes whether a website 
is real or phishing based on the likelihood of each feature value given the class designation. Despite its ease of 
use, Gaussian Naive Bayes can deliver good accuracy and is particularly helpful when working with high-di-
mensional data. 
A common supervised learning algorithm known as SVM divides data points by building hyperplanes in a high-
dimensional space. SVM can be trained on content-based features taken from webpages to identify websites as 
either phishing or authentic in the event of detecting fraudulent websites. In order to separate and categorize 
webpages, SVM aims to maximize the difference across classes. 
The Decision Tree represents decisions and their consequences as a tree-like structure. Every internal node is 
representative of a feature test, and each branch represents a potential feature value result. Decision Tree al-
gorithms divide the data in recursive fashion according to feature thresholds in order to build a prediction 
model. Decision Tree can learn general rules to categorize websites based on content-based criteria in the con-
text of phishing website detection. 
In order to improve accuracy and decrease over fitting, Random Forest is a method of ensemble learning that 
uses numerous Decision Trees. A number of Decision Trees are generated, and the results are combined to 
arrive at a decision. A random subset of the characteristics and training data are used to build each tree. Using 
the combined knowledge of several Decision Trees, Random Forest can give reliable and accurate categoriza-
tion in the context of detecting fake websites. 
AdaBoost, also known as adaptive boosting, is a technique for ensemble learning that combines weak classifiers 
to produce a powerful classifier. When doing successive iterations, it gives misclassified samples more weight 
and assigns weights to each training sample based on how well it performed in the previous round. A more 
accurate and reliable phishing detection model can be created using AdaBoost by combining many weak clas-
sifiers that have been trained on content-based characteristics. 
The K-Nearest Neighbours (K-NN) algorithm assigns a sample's class label based on the class labels of its K 
closest neighbours in the feature space. The choice of K controls how the classification determination is affected 
by nearby neighbours. By comparing a website's content-based attributes to those of known phishing and gen-
uine websites, K-NN can effectively discriminate between the two classes of websites when it comes to the 
identification of fraud websites. 
 
Each of these machine learning models has been applied to the issue of identifying phony websites and each 
one has distinctive capabilities. Each model's performance and effectiveness will be evaluated and compared 
in light of a number of metrics in order to ascertain how well suited each one is to the detection of content-
based phishing attacks. 
The model is evaluated on the testing set after it has been trained to determine how well it performs in terms 
of recall, accuracy, and other pertinent metrics. The usefulness of the content-based technique in precisely 
identifying phishing websites is evaluated using the results. Comparing the suggested model to current cutting-
edge methods for phishing website identification will help to validate it. 
 
5 Experimental Results 
In order to determine whether machine learning can considerably increase accuracy, the author has tested six 
machine learning techniques on the same dataset: SVM, Decision Tree, Random Forest, AdaBoost, KNN, and 
Gaussian Naive Bayes. The tests were run using the Scikit-Learn library, and the results are listed below. Data 
for training and testing make up 80% and 20%, respectively. In terms of accuracy, it can be shown that feature 
selection process has a significant impact and is crucial for spotting this phishing website and this model is 
able to achieve greater accuracy than previous works in this field. The efficiency comparison table is depicted 
in Table 2. 
 

Table 2. 
ML algorithms Accuracy Precision Recall 
Naïve Bayes 0.7151 0.8653 0.8187 
SVM 0.8762 0.9165 0.9234 
Random Forest 0.9908 0.9798 0.9901 
Decision Tree 0.9851 0.9812 0.9898 
AdaBoost 0.9784 0.9614 0.9687 
K-nearest neighbours 0.9779 0.9592 0.9716 

 
6 Conclusion & Future Scope 
The use of computers in all facets of our lives has increased dramatically in the last several years. To gain a 
larger share of the market, nearly all transactions that occur in the real world are therefore moved to the virtual 
world. While this advancement simplifies our lives in many ways, it also comes with a host of new issues, chief 
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among them being security-related ones. Because of the Internet's anonymous nature, launching a cyber-at-
tack is not too difficult. Certain basic attacks can even be made by an inexperienced user. Since phishing attacks 
aim to take advantage of computer users' vulnerabilities, they are among the most popular types of security 
breaches. This kind of attack cannot be prevented directly by conventional security measures. As a result, cer-
tain extra security measures must be created. 
We developed a content-driven phishing detection strategy for this project, which examines the text and other 
features of the website to determine whether or not it is fraudulent. In order to comprehend and contrast the 
suggested models, we employed six distinct machine learning models in this method. The suggested model 
produces an efficient and acceptable security level for typical end users, according to experimental results. 
We intend to use hybrid models in our ongoing research to try and improve the system's efficiency while work-
ing on more complex cases. The intention behind future model is to incorporate novel models, such as deep 
learning models. Improvements in results are anticipated, particularly as dataset sizes grow. 
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