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ARTICLE INFO ABSTRACT 
 In glaucoma, the fluid pressure inside the eye rises, causing damage to the retinal 

nerve fibers, which is a common complication. Once damage to nerve fibers has 
occurred, it is impossible to regain vision. Glaucoma causes an increase in fluid 
pressure inside the eye, which damages the retinal nerve fibers, which is a 
common consequence. Once nerve fibers have been damaged, it is impossible to 
restore vision. Image processing, analysis, and computer vision techniques are 
becoming increasingly relevant in medical research as they become more 
significant in modern ophthalmology. There is no denying that ophthalmology is 
an interdisciplinary discipline, both in academic study and clinical practice today. 
Imaging technologies in ophthalmology increase diagnostic and observational 
capabilities. Fundus photography is the imaging approach that provides the most 
thorough fundus examination with the least amount of patient engagement and 
the most simple and inexpensive equipment. In detection of Glaucoma fundus 
images are vital. Optic disk in fundus images can indicate numerous eye diseases, 
particularly in cases of glaucoma, and can be used to measure aberrant 
characteristics. This article describes the categorization and detection of 
Glaucoma illness using Image Processing and Feature Selection. In this system, 
fundus photos are used as input. Using the CLAHE method, pictures are 
preprocessed to increase their quality. Following that, pictures are segmented 
using the K Means method. This segmentation aids in locating the region of 
interest in the input image. The Relied algorithm is then used to choose features. 
It aids in the improvement of categorization accuracy. The SVM-RBF, BPNN, and 
Nave Bayes algorithms are used for classification. SVM RBF is having better 
accuracy for classification of Glaucoma disease. 
 
Keywords: Machine Learning, Image Processing, CLAHE, SVM RBF, Accuracy, 
Relief Algorithm, K Means 

 
1. INTRODUCTION 

 
Many disorders can only be detected and diagnosed with the use of medical photographs, which are 
increasingly ubiquitous. Using digital pictures, medical image processing aims to provide computational 
tools that aid in the measurement and visualization of disease and anatomical features. In today's health care 
environment, digital medical imaging is a must-have tool. In addition to providing a permanent record of 
patients, it can extract information regarding a wide range of disorders. The use of high-quality imaging aids 
in medical decision-making and can help cut down on the number of treatments that aren't really essential. 
As digital images and computational power continue to improve, so does ophthalmology in the 21st century. 
The utilization of digital images and processing power in ophthalmology is expanding as these technologies 
advance [1]. 
Increasingly important to modern ophthalmology, image processing, analysis, and computer vision 
techniques are becoming increasingly used in medical research [2, 3]. There is no disputing the fact that 
ophthalmology is a multidisciplinary subject, both in terms of academic study and clinical application today. 
In ophthalmology, imaging modalities improve diagnostic and observational capacities [4, 5]. Fundus 
photography is the imaging technique that offers the most comprehensive fundus examination with the least 
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amount of patient involvement and the least amount of expensive and basic equipment. However, the 
decision to adopt digital photography as an acceptable method of documenting the eye fundus has been the 
most significant single event in the medical research community. Many ailments might benefit from 
extracting information from the eye fundus, including glaucoma, heart problems, strokes, hypertension, 
peripheral vascular disease, and diabetic retinopathy, as has been proposed. 
 
In glaucoma, the fluid pressure inside the eye rises, causing damage to the retinal nerve fibers, which is a 
common complication. Once damage to nerve fibers has occurred, it is impossible to regain vision. 
 
The OD is a prominent feature of a retinal fundus picture and can be found 3 to 4 mm nasally of the fovea on 
the retinal fundus image. It has an average width of 1.76mm horizontally and a height of 1.92mm vertically. 
In the typical fundus, the OD is the most prominent feature, and the size of the disc varies from person to 
person, occupying between 10% and 15% of the picture. Odds ratio (OD) changes can indicate numerous eye 
diseases, particularly in cases of glaucoma, and can be used to measure aberrant characteristics [6]. Figure 1 
shows Fundus Images of Normal Optic Disc and Optic Disc with Glaucoma. 
 

        
a) Normal Optic Disc     b) Optic Disc with Glaucoma 

Figure 1: Fundus Images of Normal Optic Disc and Optic Disc with Glaucoma 
 
Literature survey contains an in depth study of existing methods for Glaucoma detection. Methodology 
section represents Image Processing and Feature Selection based classification and Detection of Glaucoma 
disease. Fundus images are used as input in this framework. Images are preprocessed to improve images 
using the CLAHE algorithm. Then images are segmented using K Means algorithm. This segmentation helps 
in identification of region of interest in the input image. Then feature selection is performed by Relied 
algorithm. It helps in improving the classification accuracy. Classification is performed by SVM-RBF, BPNN 
and Naïve Bayes algorithm. Result section contains analysis and discussion of input data set and results 
obtained by machine learning techniques. 
 

2. LITERATURE REVIEW 
 
The HSI approach allows for the separation of picture intensity from its corresponding colour component. 
In the picture enhancing process, local contrast augmentation of this intensity component is particularly 
beneficial. In addition, the RGB transformation has been made possible with no loss of color richness in the 
photos. In the HSI model, color and noise reduction are both closer to what humans are familiar with. On 
the I band of the HSI model, Median Filtering (MF) and zero/edge padding removal are used. On the basis 
of the HSI color approach's intensity measurements, the local adaptive contrast method improves contrast 
[7]. However, the immediate consequence on this model is that the noise might be improved with a little 
tweak of contrast. CLAHE was established in Nayomi et al. [8] for the I band of the HSI using MF and contrast 
limited adaptive histogram equalization (CLAHE). 
Noise was a serious issue with color fundus pictures since it was present to a larger degree. For this problem, 
several previous research have used Median Filtering (MF) and convolution with a smoothing kernel as a 
basis for their solutions. In addition, a "shade corrected" photograph was created by removing a minor 
intensity variation in the green plane image background during the pre-processing step. Reduce the backdrop 
picture from a green image to get the desired shade alteration. The background picture is determined by 
using an MF to smooth out the green image. For example, Lee et al. [9] used 56 × 56 MFs to generate a shade-
corrected picture. A Low-Pass Filter (LPF) or a Multi-Pass Filter (MF) should be used to smooth the real 
picture, and the background image should have the biggest retinal attribute possible. In order to do shade 
correction, the 3 x 3 mean filtering models were combined with the Gaussian kernel. In order to reduce noise 
and eliminate unnecessary pixels, pre-processing is employed. Smoothing and normalizing were utilized as 
shade correction techniques due to an inadequate conversion of the image. 
 
OCT and HRT were used in a model created by Nayak et al. (2009) to identify glaucoma. It is based on the 
medical fundus photographs acquired from Kasturba Medical College. Using digital photos as a starting 
point, the procedure begins with pre-processing and thresholding. Morphological procedures are currently 
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being applied to the pre-processed picture. Operations on the optic disc and blood vessels are carried out 
using morphological methods. Medical photographs were used to diagnose glaucoma because of the fuzzy 
set uncertainty. HRT was used to extract features from the fuzzy sets. Using Optic Disc topography 
characteristics, HRT was able to differentiate between normal and glaucomatous fundus images. An artificial 
neural network (ANN) was used to train an unsupervised neural network in the presented technique. There 
were two classes of statistical treatment: the "abnormal" class and "normal." In order to make the created 
system even better, additional various photographs will be taken into account [10]. 
 
An automated diagnostic approach for the identification of glaucoma was developed by Bock et al. [11] and 
used extensively in digital fundus images. After preprocessing a picture, feature extraction, and classification 
were carried out using the newly devised approach. The photos were taken from a local database and 
distorted to remove the inconsistencies in the backdrop. During image capture, the brilliant speckles were 
spotted from a variety of perspectives. In order to extract generic and appearance-based features from 
glaucomatous pictures, the obtained image has to be preprocessed. Fast Fourier Transform (FFT) 
characteristics including pixel intensity values and B-spline coefficients were retrieved from the data set. 
Using Principal Component Analysis (PCA), each of these characteristics was calculated individually and 
yielded a low-dimensional picture for categorization. Probabilistic SVM classifier was utilized to aggregate 
the information for glaucoma prediction by using two stages. Following an examination, it was found that a 
specific categorization had improved. One benefit of early categorization improvement was that it lowered 
feature dimension. However, patients needed extensive clinical studies. 
 
A model created by Chang et al. [12] could distinguish between glaucoma and non-glaucoma fundus images 
when used to assess pupillography. Controlled stimulus intensities, multiple intensities, and a variety of 
stimulus patterns were all used to examine pupillary responses. Pupilometer prototypes were produced by 
using the new approach. Based on pupillary and intensity variances, patterns, and hues, the pupilometer 
provided replies. A three-pronged strategy was devised, the first of which included comparing the images 
from two observers' eyes. Second, the reaction to stimuli from each eye's field was compared, and the pupil 
response for each subject was calculated. The Akaike criteria were used to build the associative models, and 
a fivefold cross validation was also carried out on the results. A drawback of pupillography was that the 
aberrant pupillary light responses were also found in other ocular and neurologic disorders. Other eye 
diseases were misdiagnosed as a result of this. 
 
Glaucoma may be detected utilizing optic disc localization, hybrid feature set, and classification approaches 
developed by Akram et al. [13]. The system was tested using both a local dataset and a public dataset from 
the Armed Forces Institute of Ophthalmology, both of which were available online. Pre-processing, feature 
extraction, and classification were the three key components. To accurately identify glaucoma, the Mediods-
based classifier was applied. The 2-D Gabor wavelet vascular pattern was used in the pre-processing stage to 
enhance the picture for improved visibility. After obtaining the pre-processed picture, a thresholding strategy 
was used to separate tiny vessels from larger vessels. In order to accurately depict and identify glaucoma, the 
new technique employed a precise collection of characteristics. A multivariate m-model called K-Nearest 
Mediods was developed to accurately identify glaucoma. It was, however, not possible to discern between 
photos of glaucoma in the same class and those of glaucoma outside of the same class. 
 
Empirical Wavelet Transform was used by Maheshwari et al. [14] to construct an automated diagnosis 
method for identifying glaucoma in fundus images (EWT). EWT was used to do a decomposition on the 
fundus images, and then the correntropy characteristics were obtained and broken up into EWT components. 
The EWT components were disassembled into their component pieces according to their frequency, 
beginning with the highest and moving down to the lowest possible frequency. In order to rank the features 
in accordance with the recovered correntropy features that come from the EWT decomposition, the t-value 
feature selection technique is used. Feature selection algorithms are put to use to isolate certain aspects of 
an image in order to ascertain whether or not the image is normal or whether or not it contains glaucomatous 
symptoms. In this method, a classifier known as the Least Squares Support Vector Machine (LS-SVM) was 
applied. Kernels based on the Radial Basis Function and the Morlet wavelet were used in the LS-SVM 
classification (RBF). For the classification accuracy to be improved, the kernel functions and parameter 
selections will need to be improved. 
 
In order to decompose photos in a repeatable way, Maheshwari et al. [15] created the Variational Mode 
Decomposition (VMD) approach. It was determined whether or whether the image was too coarse, too 
smooth, or too irregular in its pixelation. The entropy in fractal dimension characteristics were able to 
capture the pixel intensity variations efficiently. The ReliefF method was used to choose the features, and the 
results were impressive. For non-linear kernel function maps, these characteristics were given to Least 
Squares-SVM and Radial Basis Function (RBF). Then, glaucoma and normal fundus pictures are categorized. 
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It was found that owing to the wide variety of publically available datasets, the created approach had a 
limitation in terms of accuracy for changes in lighting of the picture. 
 
Using a modified version of the U-Net neural network, Sevastopolsky et al. [16] were able to successfully 
segment optical discs and cups. Prediction and segmentation findings took a long time using the previous 
approaches. An automated optic segmentation procedure was designed to solve the shortcomings of the 
current method, which reduced training and prediction time, and simplified the software. DRIONSDB, RIM-
ONE, and DRISHTI-GS databases were utilized to test the new technique. Adaptive histogram equalization 
was used in the pre-processing step (CLAHE). Equalizing the color across the picture areas leads in an 
interpolated shift in contrast. Image segmentation and Dice score calculation are performed on pre-
processed images. Among deep learning solutions with less parameters, the proposed technique had the 
lowest prediction time. Segmentation can be more difficult since the optic cup's boundary is more difficult 
to recognize. 
Using ensemble learning and entropy sampling, Zilly et al. [17] developed an algorithm for detecting 
glaucoma. It was found that picking informative places to calculate entropy solved the problem of 
computational complexity. When the experiment began, the photos were obtained from the DRISHTI-GS 
dataset. Using convolutional filters for picture quality enhancement, the dataset's images were preprocessed. 
The approach that was created made use of CNN architectures and segmented retinal pictures. Segmentation 
of the optic cup and disc is performed on the pre-processed picture. The ground truth image was divided into 
four pieces by human specialists in the image's optic disc and cup. As soon as the convolutional filters were 
applied, the hand-crafted elements vanished. The number of samples was sampled uniformly, and the 
sampling entropy values produced results. The CNN was utilized to classify the newly produced features. A 
new approach was created; however, it didn't include any abnormal cases [28]. 
 
A deep learning algorithm for retinal fundus pictures was developed by Chai et al. [18,24] to automatically 
detect glaucoma. The hospital's dataset of eye illness patients was used in the development of the approach. 
Features are extracted from the generated model based on the optical disc and cup sizes. The nasal, superior, 
and temporal sections were employed in the feature extraction method, which yielded characteristics for 
categorization. A Convolutional Neural Network (CNN) model consisting of Multi-Branch Neural Network 
(MB-NN) comprising three benchmark sets surpassed the extracted features for classification. It was 
incorporated in the computer vision algorithms as an initial logistic regression model. However, in order to 
improve the model's performance, the produced model dataset has to be expanded. 
 
Use of time-invariant feature CDR and wavelet transform features has been created to identify glaucoma. 
Venu Eye Institute & Research Centre provided the data for this study. To begin the preprocessing stage, the 
ROI portion of the photos was stripped out. It was necessary to use the pre-processed image in order to get 
the average coordinates of pixels with the highest intensity. The optic disc was calculated after morphological 
procedures based on dilation had been performed. The V channel is used to separate the foreground optic 
disc pixels from those in the background. The Fuzzy C-Means (FCM) method was used to differentiate the 
optic disc and optic cup from the retinal rim and the peripheral area. Anisotropic Dual-Tree Complex Wavelet 
Transform was used to extract the image's wavelet properties (ADTCWT). SVM using a linear polynomial 
kernel function, random forest, ADaBoost, and the Multi-Layer Perceptron classifiers have all been used to 
classify the retrieved features. It was utilized, however, as a starting point for further evaluation of the 
characteristics. 
In the early stages of glaucoma, fundus pictures can be used to design new CAD tools. Deep learning was 
utilized to diagnose mild glaucoma at any stage using the CAD tool. The new technology uses a CNN 
architecture to diagnose glaucoma more accurately and automatically. The key benefit of employing CNN is 
that the complete image was collected for the purpose of analyzing the characteristics. Filtered images were 
blended into a single image without the need for complex feature construction. Memory and processing time 
were saved since the new technique skipped feature extraction, feature ranking, and dimensionality 
reduction stages. In order to classify all of the glaucoma pictures, the created approach used CNN. In order 
to do the experiment properly, CNN needs a larger quantity of photographs. When the number of pictures 
grows, so does the number of layers in the CNN method, which takes longer to process. 
 

3. METHODOLOGY 
 
Figure 2 illustrates the Image Processing and Feature Selection based categorization and Detection of 
Glaucoma illness that will be discussed in this part. Images of the fundus are read into this framework as the 
input. The CLAHE algorithm is used to preprocess photographs in order to increase the quality of the photos. 
After that, the K Means method is used to segment the pictures. The identification of the area of interest in 
the input picture is made easier with the aid of this segmentation. After then, the Relied algorithm will take 
care of the feature selection. It contributes to the overall improvement of the categorization accuracy. SVM-
RBF, BPNN, and the Naive Bayes algorithm are used in the classification process. 
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Figure 2: Image Processing and Feature Selection based classification and Detection of Glaucoma disease 
 
 
Background extraction must be able to modify itself to fit the unique qualities of a specific image in order for 
an image to be properly recognized. Using CLAHE, the histogram is solely generated for the pixel's 
immediate surrounds. CLAHE restricts the maximum contrast adjustment that may be done by setting a 
maximum, or "clip level," to the height of the local histogram and hence the maximum contrast enhancement 
factor. The final image has less noise as a result of this. CLAHE excels for improving the appearance of small 
details in mammograms [19]. It is easy to detect the lesions when they are set against a white background. 
Despite the fact that this technique makes it simpler to distinguish between signal and noise, the resulting 
images nevertheless have a noticeable graininess. 
In 1992, Kira and Rendell [20] devised the Relief algorithm, an instance-based learning approach, to cope 
with binary classification challenges. Individuals can use a filtering method to find feature-to-feature 
connections. By using nearest neighbors, feature statistics may be generated that account for how variables 
interact. But this technique does not account for any missing values or multi-class data in the dataset. 
Machine learning technology based on computational learning theory, known as the Support Vector Machine 
(SVM), has been developed. Finding the appropriate classification function for categorizing the training 
dataset is at the heart of SVM's quest for accuracy. SVM may be used to address classification problems such 
as density estimates and pattern recognition. The training data is first mapped nonlinearly into a higher 
dimension, and then linearly separated [21,25]. The radial basis function (RBF), or RBF, is the favored 
choice. SVM performs better with RBF mode. 
Haykin and Anderson developed the back propagation method, which is one of the most widely used learning 
algorithms. Simple pattern recognition and mapping tasks may be accomplished using BPN, which is 
suitable. Back Propagation is a learning process, not the network itself that takes examples as input and 
builds on them as output. In order to train the network to produce the correct output for every input pattern, 
algorithm examples of what the network must do will be provided. This modifies the weights of the network. 
A training pair is a pair consisting of an input and a target [22,26]. 
The theorem of Bayes provides the foundation for Bayesian classification. Simple bases, akin to the 
classification of end trees and chosen networks, are characterized by these Nave Bayesian Classification 
methods when applied to a big database. A subset of dependent characteristics can be represented using 
naive Bayes classification. P(x|c) is the posterior probability for each class in this technique. Predictions are 
made for each class with a higher likelihood. 
 

𝑃(𝑥) =
𝑃(𝑐) 𝑃(𝑐)

𝑃(𝑥)
                                               (1) 

 
Where the 𝑃(𝑐|𝑥)posterior probability of each class given diabetes x attribute 
𝑃(𝑐) Is the likelihood value 

Glaucoma Detection

Classification- SVM, Back Propagation Neural 
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Feature Selection Relief Algorithm

Image Segmentation- K Means Algorithm
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InputData Set



632  Abu Sarwar Zamani, et al. / Kuey, 29(4), 5289 

 

𝑃(𝑐) Prior Probability of diabetes class 
P(x) is the prior probability of predictor 
Each attribute conditionally forgives the subset class 
Naive Bayes uses a similar method to predict different types of probabilities based on various attributes. 
 

4. EXPERIMENTAL RESULT ANALYSIS 
 
For examining the results of the framework, a series of experiments took place on fundus image dataset [23].  
Total 100 images are used. 45 images are related Glaucoma and remaining 55 images are normal. For training 
purpose, 80 images were used. 35 images were having Glaucoma and remaining 45 images were normal. In 
this system, fundus photos are used as input. Using the CLAHE method, pictures are preprocessed to 
increase their quality. Following that, pictures are segmented using the K Means method. This segmentation 
aids in locating the region of interest in the input image. The Relied algorithm is then used to choose features. 
It aids in the improvement of categorization accuracy. The SVM-RBF, BPNN, and Nave Bayes algorithms are 
used for classification [27]. 
Five parameters accuracy, sensitivity, specificity, precision and recall are used in experimental analysis. 
Performance of machine learning algorithms on the basis of these five parameters is shown in figure 3. SVM 
RBF is having better accuracy for classification of Glaucoma disease. 
Accuracy= (TP + TN) / (TP + TN + FP + FN) 
Sensitivity = TP/ (TP + FN) 
Specificity = TN/ (TN + FP) 
Precision = TP/ (TP + FP) 
Recall = TP/ (TP + FN) 
Where, 
TP= True Positive 
TN= True Negative 
FP= False Positive 
FN= False Negative 
 

 
Figure 3:  Comparison of Machine learning algorithm without feature selection for classification and 

detection of Glaucoma Disease 
 

5. CONCLUSIONS 
 
Glaucoma causes an increase in fluid pressure inside the eye, which damages the retinal nerve fibers, which 
is a common consequence. Once nerve fibers have been damaged, it is impossible to restore vision. Image 
processing, analysis, and computer vision techniques are becoming increasingly relevant in medical research 
as they become more significant in modern ophthalmology. This article is a representation of a classification 
and detection method for glaucoma that is based on image processing and feature selection. In order to 
improve the photos' overall quality, a preprocessing step known as CLAHE is performed on them. After that, 
the K Means technique is used to the images in order to segment them. The area of interest in the input 
picture may be more easily located with the assistance of this segmentation. After that, the Relied algorithm 
is used to the feature selection process. It is helpful in enhancing the accuracy of the categorizing process. 
For classification, the SVM-RBF method, the BPNN algorithm, and the Nave Bayes algorithm are used. The 
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experimental analysis makes use of the following five parameters: accuracy, sensitivity, specificity, precision, 
and recall. When it comes to the categorization of glaucoma illness, SVM RBF has a higher degree of accuracy. 
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