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ARTICLEINO ABSTRACT 

 Classification methods based on decision trees are used to confirm a 
correlation between students activity patterns in class and their final 
grades. By facilitating tasks like identifying participant characteristics, 
doing predictive performance analysis, and recognising learning kinds 
and patterns, Educational Data Mining (EDM) has proven to be an 
indispensable tool for enhancing online and distance learning (ODL). 
There is a significant body of research on the surroundings of universities 
and colleges presented in the scientific literature. However, the 
pedagogical paradigm used in these settings shares features with higher-
level classes. In this section, we propose the application of EDM 
techniques for descriptive and predictive identification of interaction 
patterns in a governmental corporate Virtual Learning Environment 
(VLE), in the offer of short-term training courses in the instructional 
modality (with tutoring). Data were analysed regarding the interaction 
logs of  students from two classes of a distance learning course. 
Classification methods based on decision trees are used to confirm a 
correlation between students' activity patterns in class and their final 
grades. Then, through clustering techniques and using the final grades as 
criteria, the groups of students separated according to the characteristics 
of interaction with the VLE and the final performance are identified. The 
results show that the application of EDM techniques can be used in 
corporate education scenarios, identifying the interaction profiles of 
students according to the performance obtained at the end of the course.  
 
Keywords: Classification; Clustering; Corporate Distance Learning; 
Government Schools; Educational Data Mining.  

 
I.INTRODUCTION 

 
The area of Educational Data Mining (EDM) aims to apply computational techniques for the treatment of large 
masses of data generated in Virtual Learning Environments (VLE). The EDM is based on providing the 
discovery of knowledge that is relevant, unique and valid, as well as: the identification of patterns among 
students; the predictive analysis of performance; and the identification of profiles, in order to assist the 
qualitative management of distance education [Baker et al. 2011].  
The work in the area of EDM is highly concentrated in scenarios related to a specific type of institution, the 
Higher Education Institutions (HEIs). The methodology of offering distance education of HEIs is focused, of 
course, on the courses that such institutions offer. These works have specific characteristics in relation to the 
methodology in which teaching is offered, such as: pre-academic information of students, duration of courses, 
information on economic indicators and variables related to other activities of the institutions  
These characteristics, which are common in some studies related to Virtual Learning Environments (VLE) of 
HEIs are often not present in other types of institutions, such as those of governmental corporate education, 
i.e., the National School of Public Administration.  
Within this specific context – distance education in the corporate government environment – this work focuses 
on data generated by the interaction of students with the VLE during the offer of a course of great importance 
in the training of public servants, in the year 2015, the course of Project Management: Theory and Practice. 
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Data from the logs referring to 698 students of this course were analysed from the perspective of identifying 
student profiles and potential causes of failure.  
Supervised pattern classification is a task that is characterized by organizing objects into predefined classes. 
This is a systematic approach to building classification models from data sets. There are several techniques that 
can be used, e.g. decision tree-based classifiers, rule-based classifiers, artificial neural networks, support vector 
machines, and Bayesian classifiers [Tan et al. 2009].  
In educational settings, the prediction of student performance has two distinct contexts for its application: 1) 
the study of the influence of the attributes of a specific model for the prediction ofa class and 2) prediction of 
an outcome for an output target class according to the predictive attributes used. It is possible, in this sense, to 
direct classification techniques for the analysis and prediction of student performance, enabling the 
identification of patterns that can be monitored as intervention indicators for the improvement of distance 
education [Baker et al. 2010].  
 

II.RELATED WORKS 
 
Bachhal, P., Ahuja, S., & Gargrish, S. (2021): Data mining is a very important part of the field of education. The 
main goal of this study is to find out how researchers have used data mining in the past and what is happening 
with data mining in educational research right now. It talks about how learning analytics and academic data 
were used with academic data. EDM uses computer methods to analyse data about education in order to answer 
study questions about education. This paper talks about the most important works done in this field so far. 
EDM is put into place, and the different user groups, training environments, and data are all set up. 
Zhang, J. (2023): The new mode of carrying Internet+ on educational resources, made possible by the 
expansion of online learning, eliminates some of the inequalities in access to education that have arisen due to 
geographical and temporal disparities in the past. Therefore, a data-driven intelligence platform for education. 
The platform's big data centre collects and stores all business data from networks, sensors, and other devices 
in enormous data storage devices; the software design component collects student data and completes early 
warning of student plight by employing the multi feature fusion acquisition method. The site features video 
lessons and career guidance for self-study. Create a series of interest-based plates to complement Holland's job 
interest exam and better inform today's college students about their career options. 
Adekitan, A. I., & Salau, O. (2019): Knowledge gained through machine learning methods aids in improving 
decision making in higher education, leading to a rise in research studies on educational data mining. “The 
purpose of this research was to use a data mining model built in Konstanz Information Miner (KNIME) to 
predict a student's cumulative grade point average (CGPA) after five years of study in a Nigerian university 
based on their major, year of entry, and GPA after the first three years of study. Six data mining techniques 
were evaluated, with a best accuracy of 89.15%. Both linear and pure quadratic regression models were used to 
confirm the conclusion, with R2 values of 0.955 and 0.957, respectively”. This affords the chance to proactively 
intervene on behalf of students who are at risk of not graduating or of graduating with subpar outcomes. 
Almeida et al., (2016) presents a study related to the development of a specific plugin for Moodle, aiming to 
combat dropout in distance courses. This plugin had as its main functionality the improvement of the 
communication of the institution with the students, reducing the rates of evasion through the automatic 
sending of messages according to specific rules defined according to the level of intervention desired.  
Coelho et al. (2015) conducted a study of the data related to the information present in Enap's communication 
channels. The authors identified that the number of calls decreased considerably, taking into account the 
actions carried out over the years by this school. The authors also presented results of the activity of mining 
terms, which were recorded in the calls of the communication channels with the institution, which indicated 
the source of the main problems in relation to the use of Enap's virtual school.  
Gottardo et al. (2014)The work carried out by served as the basis for the realization of this article. In this work, 
the authors used variables related to the level of interaction with the VLE, student-student interaction and 
bidirectional student-teacher interaction for predictive analysis of the performance of students. The Random 
Forest and Multilayer Perceptron Network classification models were used.  
Baker et al. (2011) presents the possibilities of applying EDM techniques in Brazil. In this paper, the authors 
demonstrate the various data mining tasks that can be applied to the educational context. The study presents 
an analysis of several works and demonstrates how this new area of research can contribute to a better 
understanding of the teaching and learning processes and to the motivation of students who use distance 
education in the Brazilian education scenario.  
It is noticed that all the mentioned works do not simultaneously associate the analysis of interaction variables 
with the techniques of machine learning applied to the context of corporate education. Hence this work is 
positioned precisely in this niche, using data related to the variables of interaction with the VLE, with 
classification techniques from the C4.5 decision tree, the J48 implementation [Quinlan 1993], and clustering 
with the K-means algorithm [Hartigan and Wong 1979], generating indicators aimed at supporting decision 
making in scenarios of corporate distance education offering.  
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3. METHODOLOGY 
 
The CRISP-DM framework organizes data mining projects into six phases: (A) Business Understanding, (B) 
Data Understanding, (C) Data Pre processing, (D) Modeling, (E) Evaluation, and (F) Implementation, as 
presented in Fig. 1 [Wirth and Hipp 2000]. “In this representation, the internal arrows indicate the most 
important and frequent dependencies between the phases. The outer circle symbolizes the cyclical nature of 
data mining, where lessons learned throughout the process can trigger new questions for project phases”.  
 

 
Figure 1. CRISP-DM Framework Steps 

 
The experiment followed the main phases proposed by the CRISP-DM methodology until the evaluation stage. 
The focus of the application of the framework is as support and for the development of this project, according 
to the phases described in the following subsections.  
 
3.1 Business Understanding  
This is the initial phase where the objectives and targets for data mining must be identified, generating a plan 
for the project [Wirth and Hipp 2000]. At Enap, the General Coordination of Distance Education (CGEAD) is 
responsible for offering distance learning courses. The courses are focused on the improvement and training 
of public servants in india. CGEAD uses the Moodle software (acronym for Modular Object Oriented Dynamic 
Learning Environment) as a VLE.  
During this phase, the course Project Management: Theory and Practice was defined as a target for this work, 
because, for Enap, it is a strategic course in the training of managers working in the indian public service. 
Among the courses offered in the distance modality with tutoring, the selected course is the one that presents 
the largest number of modules for the iteration of students with the VLE, and can be used as a basis for the 
application of the mining model proposed in this article, in the other courses of this modality that are offered.  
Still at this stage, it was possible to identify that the school had a dropout rate of about 20%. In addition, there 
are no indicators that allow the understanding of these numbers, and it is necessary to enable measures for 
possible interventions.  
 
3.1 Grasping the Business Landscape 
This preliminary stage is crucial for laying out the objectives and goals for data extraction and analysis, thereby 
forming a strategic outline for the project [Wirth and Hipp 2000]. Within the Indian landscape, IIGNOU's 
(“Indira Gandhi National Open University) Department of Distance Education” (DDE) is entrusted with the 
task of administering distance learning courses. The primary focus of these courses is to augment the 
competency and training of India's civil servants. To aid this, the DDE employs Moodle software, known for its 
Modular Object Oriented Dynamic Learning Environment, as a digital platform for education. 
During this initial stage, the course 'Project Management: Theory and Practice' was chosen as the main subject 
for this research. For IIGNOU, this course is of strategic significance in enhancing the skills of managers in the 
Indian civil service. Amongst the myriad of distance learning courses that include tutoring, the selected course 
stands out due to the maximum number of modules facilitating student engagement with the VLE. This could 
potentially provide the groundwork for the integration of the data mining model, proposed in this article, across 
other similar courses. 
At this point, it was clear that the institution faced a challenge with a dropout rate hovering around 20%. 
Furthermore, the lack of any metrics to shed light on these statistics calls for the establishment of strategies for 
potential corrective actions. 
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3.2 Understanding of Data  
This phase addresses the initial data collection and also serves to familiarize the researchers involved with the 
project-specific data types [Wirth and Hipp 2000]. In this sense, the target database for the development of 
the data mining project was identified: the AVA Moodle database, which has approximately 361 native tables 
of the system. This database has all the records related to the use of the VLE in the realization of the courses 
offered by Enap during the year 2015.  
The dimensions related to the students' data, the characteristics of the courses, the characteristics of the VLE, 
the log records, the characteristics of the evaluations of the courses and the interaction characteristics of the 
participants were analyzed. 
As can be seen in Table 1, the attributes are related to the level of interaction of students with the Moodle VLE 
modules. These attributes represent for Enap interaction indicators that will serve as a basis for the taking of 
splits, in order to improve the quality of the courses that are offered.  
 

Table 1. Descriptive table of VLE interaction attributes 
Attribute  Attribute Properties  
primeiro_acesso  Time in days that students made the first access to the course in 

the VLE  
count_quiz_view  Number of views to the course assignment module  
count_page_view  Number of views to the course support content  
count_book_view  Number of views to the course content module  
count_forum_view  Number of views of course forums  
count_folder_view  Number of views to the course virtual library module  
count_questionnaire_view  Number of views in content pinning surveys  
count_quiz_submitted  Number of unscored activities submitted  
count_forum_upload  Number of messages sent in the course forums  
count_assign_view  Number of views to the course's scored activities  
count_assign_submitted  Number of scored activities submitted for evaluation  
count_questionnaire_submitted  Number of self-assessment activities submitted  
nota_final  Final grade obtained by students at the end of the course. 

  
Still in this stage, the final result obtained by the students was defined as the target attribute for the data mining 
activity. This information is present in attribute not a_final, which records the grade obtained by students in a 
range of 0 to 100 points.  
 
3.3 Pre-processing of Data  
In this phase, the pre-processing of the data is performed for the construction of the data set to be used in the 
model defined for mining [Wirth and Hipp 2000]. Initially, the discretization activity of the target attribute not 
a_final was carried out, in which the students' grades were separated into specific categories, according to the 
classification used by Enap. This resulted in the new attribute CLASS NOTE, with the students distributed 
among three possibilities:  

• 155 students in Class EVA (Dropout), for grades with 0 points obtained;  

• 130 students in Class REP (Failed), for grades between 1 and 59 points obtained and  

• 413 students in Class APR (Approved), for grades with values between 60 and 100 points obtained.  
 
The data of the por fim attributes were separated in a specific table, which served as the basis for the follow-up 
of the mining project totaling 698 instances, considered of good quality and without null values.  
  
 3.4 Modeling  
This is the phase that defines the model “that will be used for data mining, which, in practical terms, involves 
choosing the specific mining activities: classification, with supervised learning, for predictive performance 
analysis and clustering, with unsupervised learning, for the identification of information related to student 
profiles. Both activities used the WEKA software (Waikato Environment for Knowledge Analysis [Hall et al. 
2009])”.  
In order to validate the model inferred by the classification activity, we used the technique of separating the 
database into 2/3 for training and 1/3 for tests, i.e. 459 instances for the first and 239 instances for the second. 
In the case of clustering,all 698 instances were used in the execution of the algorithm.  
Prior to the classification task, a variable selection technique was also used, with the objective of reducing the 
presence of irrelevant and redundant attributes in the data set and thus improving the quality of the results 
[Silva 2009]. This activity proved to be necessary because it was observed that the use of the entire group of 
variables, as shown in Table I, had not been presenting acceptable performance in preliminary trials.  
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Specifically, the CfsSubsetEval algorithm [Hall and Smith 1998]was used with the Best First search technique 
[Rich and Knight 1991 ]. After its execution in the WEKA tool, the attributes were selected according to Table 
2.  

Table 2. Selected attribute group for classification activity 
Selected attributes   
count_quiz_view count_quiz_submitted 
count_questionnaire_view count_questionnaire_submitted 
count_assign_submitted count_forum_view count_forum_uploaded 

 
In Table 2 it is possible to observe that the attributes selected by the algorithms are related to the interaction 
with the activity modules (quiz and questionnaire) and with the forum module. This selection demonstrates 
that these are the attributes that have a greater correlation when considering the context of prediction of the 
final grades.  
 
3.5 Review score  
For the first activity, which included the classification from decision trees, the proposed model presented good 
results to predict the path taken by the students, targeting the final grade class obtained. Fig. 2 shows the results 
of the execution of the J48 algorithm.  
  

Performance Algorithm J48 - Test Base 
Correctly Classified Instances 209 87,46% 
Incorrectly Classified Instances 30 12,55% 
Total instances 
 

239 100% 

(a) Assertiveness index 

 
(b) Confusion matrix 

Figure 2. J48 Algorithm Performance 
 
We can see in Fig. 2a that the model correctly classified about 87% of the total instances and incorrectly 
classified about 13%. Fig. 2b shows the confusion matrix generated by the algorithm. We classified 134 
instances for the cl asse APR, being 126 instances correctly classified and 8 errors that were classified as REP. 
Class EVA had 58 instances classified being 52 correct and 6 with errors, being 3 instances as APR and3 as 
REP. Finally, the REP class obtained a t otal of 47 instances being 31 correctly classified and 16 with errors 
being 10 as APR and 6 asEVA.  
As for the second activity, Fig. 3 presents the results obtained with the execution of the K-means clustering 
algorithm, with K = 3, which was defined  
considering the number of classes referring to the student's final result — see Section 4.3. The clusters formed 
by the algorithm indicate the reference values of the iterations with the VLE according to the grade class 
obtained by the students.  
 

 
Figure 3. Characteristics of the groups generated by the K-means algorithm 
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The Algorithm grouped the students in the clusters according to the centroids of the variables analysed, being 
grouped in cluster 0 the students who were approved (APR), in cluster 1 the students who failed (REP) and, 
finally, grouped in cluster 2 the students who dropped out of the course (EVA). It is noteworthy that the variable 
final grade was also included in this activity, because the purpose was to analyse the typical profile of students 
regarding the final result in the course.  
 

4. DISCUSSION 
 
The results obtained with the classification algorithms showed high accuracy values for the model used. The 
techniques used correctly classified around 87% of the instances belonging to the test set, in relation to the 
classes of the final result obtained.  
From the decision tree model inferred by the J48 algorithm, presented in Fig. 4, it was possible to analyse the 
level of interaction and the relationship of the variables according to the path of interactions traveled by 
thelion’s. It is observed in the tree a referential base on how the students reached the grades. The algorithm 
defined the variable count_forum_uploaded, which represents the number of posts sent to the forum, as the 
central node of the tree, identifying it as the variable of greater expressiveness of the classification task.  
 
From it follow the other nodes of decision inferred by the method, until the final decision as to the class is 
reached, in the leaves of the tree. Note, for example, that a value above 2 for count_forum_uploaded and above 
0 for count_questionnaire_view, i.e. the student has ever accessed the quiz module, already indicates the 
approval status for the student.  
 

 
Figure 4: Decision tree generated by the J48 algorithm 

 
For the clustering activity, with thealready mentioned, the K-means algorithm available in the WEKA tool was 
used. In order to provide more information about the students' profiles, a 2D analysis of variables related to 
the clustering result was also performed. As shown in Fig. 5a, the K-means algorithm displays the three clusters 
on the X-axis in full compliance with the three categories of notes arranged on the Y-axis.  
 

 
(a) Cluster projection vs. final grade (b) Cluster projection vs. count_assign_view 

Figure 5: 2D analysis of K-means results 
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Fig. 5b highlights the analysis in relation to variable count_assign_view, which represents the number of views 
to the task module. It is possible to identify the level of interaction of the students who were classified in cluster 
1, which represent the final grade EVA (dropout students). A large concentration of instances with the variable 
count_assign_view close to 0 can be observed, which indicates a low interaction with this module, unlike the 
other clusters, which have a greater distribution in values.  
 

5. CONCLUSIONS AND FUTURE WORK 
 
The results showed a good predictive potential with about 87% of assertiveness, from decision trees, of the 
students' performance when the variables associated with the interaction with the Moodle modules used by 
Enap in its VLE were analysed. “The  
clustering provided relevant information in relation to the profile of the students that allows the identification 
of information that can contribute to the analysis of behaviors that, when observed, enable the planning of 
specific pedagogical actions with greater effectiveness”.  
As a future work, variables related to students' socioeconomic data and/or variables related to students' 
professional information can be considered. It is also a future perspective to analyse the variables of this work 
under the particular context of time, i.e. according to the week of progress of the course. It is also a perspective 
of future work to use the information generated by the clustering activity to analyse the behaviours of students.  
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