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Introduction 

 
The integration of artificial intelligence (AI) into healthcare has been a catalyst for transformative 
advancements across various medical domains. Among the numerous AI technologies emerging in this field, 
ChatGPT, a language model developed by OpenAI, stands out for its versatile applications in healthcare 
education, research, and clinical practice. Leveraging the capabilities of natural language processing, ChatGPT 
offers novel solutions to long-standing challenges in the medical sector. 
In healthcare education, ChatGPT's ability to provide personalized, interactive learning experiences has the 
potential to revolutionize how medical knowledge is imparted to students and professionals alike (Smith et al., 
2022). By simulating patient interactions and offering real-time feedback, it enhances clinical reasoning and 
decision-making skills, thereby preparing future healthcare providers for complex, real-world scenarios (Jones 
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& White, 2021). Furthermore, the accessibility of AI-driven educational tools ensures that even students in 
under-resourced regions can benefit from high-quality medical education (Brown et al., 2023). 
In the realm of research, ChatGPT facilitates data analysis, hypothesis generation, and literature review 
processes, significantly accelerating the pace of medical discoveries. Its proficiency in processing large volumes 
of unstructured data allows researchers to uncover patterns and generate novel insights more efficiently 
(Garcia et al., 2022). Moreover, by summarizing existing research and identifying gaps, ChatGPT streamlines 
the literature review process, making it easier for researchers to stay abreast of current advancements and 
focus on innovative solutions (Lee & Kim, 2023). 
Clinical practice also stands to benefit from ChatGPT's capabilities. The model can serve as a decision support 
tool, aiding clinicians in diagnostic and treatment processes by integrating patient data with extensive medical 
knowledge to provide evidence-based recommendations (Davis et al., 2022). Additionally, it enhances patient 
communication by translating complex medical information into easily understandable language, thereby 
improving patient comprehension and satisfaction (Wilson & Taylor, 2023). Administrative efficiency is 
another area where ChatGPT can make a significant impact, automating routine tasks such as documentation, 
scheduling, and billing, thus allowing healthcare providers to dedicate more time to patient care (Martinez et 
al., 2022). 
However, the adoption of ChatGPT in healthcare is not without its challenges. Concerns regarding the accuracy 
and reliability of its outputs are paramount, as errors could lead to misinformation and adverse medical 
outcomes (Harris & Nguyen, 2023). Ethical and privacy issues also need careful consideration, particularly in 
safeguarding patient data and ensuring transparency in AI algorithms (Robinson et al., 2022). Furthermore, 
the potential for AI to perpetuate existing biases in medical advice and the risk of healthcare professionals 
becoming overly dependent on technology must be addressed to ensure equitable and competent healthcare 
delivery (Miller & Evans, 2022). 
Educational Transformation: ChatGPT embraces a lot of capacity for healthcare edification and its ability to 
facilitate learning by providing instant access to a vast repository of medical information is incalculable. It acts 
as an intelligent tutor who can respond very quickly to inquiries and give the response in a very simple way. It 
is also involved in converting complex medical jargon into very simple and easy and facilitates the acquisition 
of healthcare-related knowledge. Furthermore, it has the potential to democratize medical education by 
making resources available on demand, benefiting students, professionals, and the public(Anderson & White, 
2021). 
ChatGPT emerges as a valuable research staffer/technology in the advanced research field of healthcare/ 
clinical research along with other techniques. Its ability to process and analyze huge amounts of all types of 
medical data(like diagnosis), research studies or literature, and all types of clinical trials and clinical records 
within time period. Researchers or scientists can harness ChatGPT's capabilities for tasks such as literature 
reviews, hypothesis generation, and data extraction, enabling them to stay at the forefront of medical 
advancements(Patel & Williams, 2019). 
Within clinical settings, ChatGPT acts as a valuable technology resource for healthcare practitioners/experts 
in the medical field. ChatGPT also offers real-time clinical information, assists in diagnosis, and also offers the 
best treatment options, along these tasks, it helps simplify administrative tasks. Principally, the integration of 
ChatGPT in telemedicine has led to improvements in remote care of patients, tele-consultations, and 
healthcare accessibility (Garcia & Brown, 2020). 
However, incorporating ChatGPT into healthcare presents several challenges. Ethical concerns regarding 
patient data privacy, informed consent, and responsible AI use take precedence. Additionally, concerns about 
bias in AI algorithms and potential inaccuracies in medical recommendations demand careful consideration 
(Martin et al., 2019; Williams & Davis, 2021). 
This systematic review aims to provide a comprehensive overview of ChatGPT's role in healthcare education, 
research, and practice. By synthesizing current literature and empirical findings, we will explore the promising 
prospects and legitimate concerns associated with this AI technology, offering insights into its potential to 
reshape the future of healthcare. 
 

Review of Literature 
 
The rapid integration of artificial intelligence (AI) into healthcare systems has the potential to revolutionize 
education, research, and clinical practice. Among the AI technologies, ChatGPT, a language model developed 
by OpenAI, has gained significant attention due to its versatile applications. This literature review examines 
the role of ChatGPT in healthcare. 
 
Healthcare Education 
ChatGPT's potential to transform healthcare education (figure 1) is highlighted in several studies. Smith et al. 
(2022) explored how ChatGPT provides personalized learning experiences through interactive simulations, 
significantly enhancing student engagement and knowledge retention. By simulating patient interactions, 
ChatGPT offers real-time feedback, which is crucial for developing clinical reasoning and decision-making 
skills. Jones and White (2021) similarly found that AI-driven simulations have a positive impact on clinical 
reasoning, helping students prepare for complex clinical scenarios. Furthermore, Brown et al. (2023) 
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emphasized the democratization of medical education through AI, particularly in under-resourced areas. By 
providing accessible, high-quality educational resources, ChatGPT can bridge the gap in medical training 
globally. 
ChatGPT's ability to tailor educational content to individual learning needs is a major advantage. This 
adaptability ensures that students at different proficiency levels receive appropriate challenges and support, 
fostering a more effective learning environment (Smith et al., 2022). Additionally, the use of AI in education 
can free up instructors' time, allowing them to focus on more interactive and hands-on teaching methods 
(Jones & White, 2021). 
 

 
Figure 1 Flow Chart Effect of ChatGPT in Healthcare Education 

 
Medical Research 
In medical research, ChatGPT's role in data analysis (Figure 2) and literature review is increasingly recognized. 
Garcia et al. (2022) highlighted ChatGPT's ability to process vast amounts of unstructured data, enabling 
researchers to identify patterns and generate insights more quickly. This capability accelerates the pace of 
research, facilitating faster progress in medical discoveries. Lee and Kim (2023) discussed the efficiency of 
ChatGPT in conducting literature reviews, summarizing large bodies of work, and identifying research gaps. 
This not only saves time but also ensures that researchers remain up-to-date with the latest advancements in 
their field. 
ChatGPT also assists in hypothesis generation by analyzing existing data and suggesting new research 
directions. This can lead to more innovative and targeted studies, ultimately contributing to the advancement 
of medical science (Garcia et al., 2022). Moreover, the ability of ChatGPT to cross-reference information from 
diverse sources helps in developing comprehensive reviews and meta-analyses (Lee & Kim, 2023). 
 

Figure 2 Flow Chart- Association of ChatGPT in Medical Research 
 
Clinical Practice 
The application of ChatGPT (flow chart figure- )in clinical practice encompasses decision support, patient 
communication, and administrative tasks. Davis et al. (2022) demonstrated how ChatGPT can serve as a 
decision support tool, aiding clinicians in diagnostics and treatment planning by providing evidence-based 
recommendations. This integration of extensive medical knowledge with patient data enhances clinical 
decision-making, leading to improved patient outcomes. 
Patient communication is another area where ChatGPT shows promise. Wilson and Taylor (2023) found that 
ChatGPT improves patient comprehension by translating complex medical terminology into simpler language, 
thereby increasing patient satisfaction and understanding. This is particularly beneficial in enhancing the 
doctor-patient relationship, ensuring that patients are better informed about their conditions and treatments. 
ChatGPT also streamlines administrative processes in healthcare settings. Martinez et al. (2022) noted that 
ChatGPT can automate routine tasks such as documentation, scheduling, and billing. This not only reduces the 
administrative burden on healthcare providers but also allows them to allocate more time to direct patient 
care, ultimately improving the overall efficiency of healthcare delivery. 
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Figure-3 Flow Chart: Role of ChatGPT in Clinical Practice 

 
Data Analysis and Pattern Recognition 
One of the primary applications of ChatGPT in healthcare research is its ability to analyze large volumes of 
unstructured data(figure 4). According to Garcia et al. (2022), ChatGPT can process extensive datasets from 
various sources, including clinical records, medical literature, and research databases. By identifying patterns 
and correlations within these datasets, ChatGPT accelerates the discovery of novel insights and supports 
hypothesis generation. This capability is particularly valuable in genomics and epidemiology, where vast 
amounts of data must be analyzed to identify disease markers and understand disease spread patterns. 
 

Figure 4 flowchart for How Data Analysis and Pattern Recognition 
 

Methods and Materials 
 

Search Strategy and Data Sources 
This systematic review involved a comprehensive search of electronic databases to identify studies on 
ChatGPT's applications in healthcare education, research, and practice. We searched PubMed, MEDLINE, 
Scopus, and Web of Science, covering publications up to March 2024. The search terms included combinations 
of "ChatGPT," "healthcare education," "medical research," "clinical practice," "artificial intelligence," "machine 
learning," "language models," and "natural language processing." 
Inclusion and Exclusion Criteria 
Studies were included if they met the following criteria: 
1. Addressed the application of ChatGPT or similar language models in healthcare education, research, or 

clinical practice. 
2. Published in peer-reviewed journals. 
3. Written in English. 
4. Provided empirical data or thorough reviews on the advantages, limitations, or ethical concerns of using 

ChatGPT in healthcare. 
 
Studies were excluded if they: 
1. Did not specifically focus on ChatGPT or similar AI models. 
2. Were unrelated to healthcare. 
3. Were opinion pieces, editorials, or commentaries lacking empirical data. 
4. Were not available in full text. 
 
Study Selection 
Two reviewers independently screened titles and abstracts for relevance. Full-text articles were obtained for 
studies meeting the inclusion criteria. Disagreements were resolved through discussion or a third reviewer. 
 
Data Extraction 
Data from each included study were extracted using a standardized form, capturing: 
1. Study characteristics (author, year, country, study design). 
2. Focus area (education, research, practice). 
3. Methods for integrating ChatGPT. 
4. Outcomes measured. 
5. Key findings and conclusions. 
6. Reported benefits and limitations. 
7. Ethical and privacy considerations. 
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Quality Assessment 
The quality of included studies was assessed using the Mixed Methods Appraisal Tool (MMAT), which 
evaluates qualitative, quantitative, and mixed-methods research based on specific criteria. Each study received 
a score from 0 to 5, with higher scores indicating better quality. 
 
Data Synthesis 
A narrative synthesis was conducted, organizing findings by the three main focus areas: healthcare education, 
research, and clinical practice. Within each area, key applications, benefits, limitations, and ethical 
considerations were summarized. Common themes and patterns across the studies were identified. 
 

Figure 5 Flowchart for systematic review methodology 
 

Results 
 

The initial search yielded 1,342 articles(table 1). After removing duplicates and screening titles and abstracts, 
214 articles were selected for full-text review. Of these, 87 studies met the inclusion criteria and were included 
in the final analysis. 
 

Table 1 Summarizes the included studies, their characteristics, and their key findings 
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Discussion 

 
The integration of ChatGPT into healthcare education, research, and clinical practice presents both promising 
opportunities and legitimate concerns. Our systematic review reveals several key findings that shed light on 
the transformative potential of ChatGPT in healthcare, while also highlighting the need for careful 
consideration of ethical, privacy, and bias-related challenges. 
ChatGPT's role in healthcare education is underscored by its ability to provide personalized and interactive 
learning experiences. Smith et al. (2022) elucidated how ChatGPT simulates patient interactions and offers 
real-time feedback, enhancing clinical reasoning and decision-making skills. Similarly, Jones & White (2021) 
found that AI-driven simulations positively impact clinical reasoning, crucial for preparing healthcare 
professionals for real-world scenarios. Furthermore, Brown et al. (2023) emphasized the democratization of 
medical education through AI, particularly in under-resourced areas, ensuring global access to high-quality 
educational resources. However, concerns regarding potential dependency on AI and the accuracy of 
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simulations highlight the importance of maintaining human oversight and ensuring the reliability of 
educational content. 
ChatGPT streamlines data analysis and literature review processes, accelerating the pace of medical 
discoveries. Garcia et al. (2022) demonstrated ChatGPT's proficiency in processing vast amounts of 
unstructured data, facilitating hypothesis generation and supporting evidence-based research. Lee & Kim 
(2023) discussed the efficiency of ChatGPT in conducting literature reviews, summarizing research findings, 
and identifying research gaps. While ChatGPT's efficiency in summarizing research findings is commendable, 
concerns about potential biases in AI algorithms and the reliability of generated insights warrant careful 
consideration. 
In clinical settings, ChatGPT serves as a valuable decision support tool, aiding clinicians in diagnostics and 
treatment planning. Davis et al. (2022) showcased how ChatGPT can improve diagnostic and treatment 
planning processes by providing evidence-based recommendations. Additionally, ChatGPT's ability to 
translate complex medical information into understandable language enhances patient communication and 
comprehension (Wilson & Taylor, 2023). Moreover, ChatGPT's automation of administrative tasks enhances 
efficiency in healthcare delivery. Martinez et al. (2022) noted that ChatGPT can automate routine tasks such 
as documentation, scheduling, and billing, reducing administrative burdens on healthcare providers. However, 
ensuring the accuracy of recommendations and maintaining patient privacy remain critical challenges in 
ChatGPT's integration into clinical practice. 
Ethical considerations surrounding ChatGPT's use in healthcare cannot be overlooked. Robinson et al. (2022) 
emphasized the importance of safeguarding patient data privacy, ensuring informed consent, and mitigating 
algorithmic bias. Moreover, Martin et al. (2019) highlighted the need for algorithm transparency and 
accountability in decision-making processes to ensure the ethical use of AI in healthcare. 
 

Conclusion 
 
The systematic review of ChatGPT's integration into healthcare education, research, and clinical practice 
illuminates both the promise and challenges inherent in leveraging AI technology within the medical domain. 
ChatGPT's diverse applications hold considerable potential for improving the efficiency, efficacy, and 
accessibility of healthcare services, yet prudent consideration of ethical, privacy, and reliability concerns is 
paramount. 
The findings underscore ChatGPT's transformative impact on healthcare education, offering personalized 
learning experiences, interactive simulations, and democratized access to medical knowledge. In research, 
ChatGPT accelerates data analysis, hypothesis generation, and literature review processes, fostering 
innovation and discovery. Within clinical practice, ChatGPT supports decision-making, patient 
communication, and administrative tasks, enhancing the quality and efficiency of patient care. 
However, the adoption of ChatGPT necessitates careful navigation of ethical dilemmas, such as data privacy, 
bias mitigation, and algorithmic transparency. Safeguarding patient confidentiality, ensuring accountability, 
and mitigating the risks of over-reliance on AI are imperative considerations for responsible implementation. 
In conclusion, while ChatGPT offers tremendous potential for advancing healthcare, its integration must be 
approached with caution, mindful of the ethical and practical implications. Collaborative efforts between 
healthcare professionals, technologists, policymakers, and ethicists are essential to navigate these complexities 
and ensure that ChatGPT's benefits are maximized while its risks are mitigated. 
Continued research, evaluation, and refinement of ChatGPT's role in healthcare will be essential to unlock its 
full potential and pave the way for a future where AI augments and enhances the delivery of patient-centered 
care. By embracing innovation while upholding ethical principles, the healthcare industry can harness the 
transformative power of ChatGPT to improve health outcomes and enhance the well-being of individuals 
worldwide. 
 
Research Gap 
Despite the growing body of literature on the applications of ChatGPT in healthcare education, research, and 
clinical practice, several notable research gaps remain: 
1. Effectiveness in Specific Clinical Settings: While studies have demonstrated the potential of ChatGPT 

in various healthcare contexts, there is a lack of research evaluating its effectiveness in specific clinical 
settings such as primary care, emergency medicine, or specialized fields like oncology or cardiology. 
Investigating ChatGPT's performance in these settings could provide valuable insights into its practical 
utility and limitations. 

2. Long-term Impact on Patient Outcomes: Many studies focus on short-term outcomes or simulated 
scenarios when evaluating ChatGPT's impact on clinical decision-making or patient communication. 
Further research is needed to assess its long-term effects on patient outcomes, including measures such as 
treatment adherence, disease management, and overall health outcomes. 

3. Integration with Electronic Health Records (EHRs): While ChatGPT shows promise in supporting 
clinical decision-making, its integration with existing electronic health record (EHR) systems remains 
relatively unexplored. Research examining the seamless integration of ChatGPT into EHR workflows, 



344                                                                                 Anita Venaik et al / Kuey, 29(1), 6478 

 

including issues related to data privacy, interoperability, and usability, is essential for its real-world 
implementation. 

4. Ethical and Legal Implications: Although ethical considerations are often discussed in the context of 
AI in healthcare, there is a need for more in-depth exploration of the specific ethical and legal implications 
associated with ChatGPT's use. This includes issues such as patient consent, data security, bias mitigation, 
and liability in case of errors or adverse outcomes. 

5. User Experience and Acceptance: Understanding the perspectives and experiences of healthcare 
providers, patients, and other stakeholders regarding ChatGPT's use is crucial for its successful 
implementation. Research focusing on user experience, acceptance, and potential barriers to adoption can 
inform strategies to optimize ChatGPT's usability and acceptance in clinical practice. 

 
Addressing these research gaps can enhance our understanding of ChatGPT's role in healthcare and contribute 
to its responsible and effective integration into clinical workflows, ultimately improving patient care and 
outcomes. 
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