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ARTICLE INFO ABSTRACT 

 Machine learning is increasingly being utilized throughout various stages of 
healthcare, particularly in predicting conditions like locomotor disorders 
and heart disease. Treating heart disease through therapies and surgeries in 
hospitals and clinics can be prohibitively expensive. As a result, early 
detection becomes crucial, allowing individuals to take preventive measures 
before more severe health complications occur. Heart disease is a 
widespread concern today, often linked to factors such as excessive alcohol 
use, smoking, and lack of physical exercise. Over time, machine learning has 
shown great potential in decision-making and prediction by leveraging large 
datasets from the healthcare sector. In this project, we developed models to 
predict heart disease by analyzing various heart-related factors of affected 
individuals, employing machine learning techniques. Early diagnosis can 
help high-risk patients adopt lifestyle changes, potentially preventing 
complications and representing a major step forward in medical care. 
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Introduction 

 
Cardiovascular disease (CVD), a prevalent form of heart disease, remains one of the leading global causes of 
mortality, contributing to over 30% of deaths worldwide. Without intervention, global fatalities are expected 
to rise to 22 million by 2030. Plaque buildup in arteries can impede blood flow, leading to heart attacks or 
strokes. Key risk factors for heart disease include physical inactivity, poor diet, and excessive alcohol or 
tobacco use. These risks can be mitigated through lifestyle changes, such as reducing salt intake, eating more 
fruits and vegetables, engaging in regular physical activity, and avoiding alcohol and tobacco. One proposed 
solution to these issues involves utilizing patient records from various healthcare facilities for analysis. A 
decision support system (DSS) can help physicians make informed decisions, reduce unnecessary testing, 
and ultimately save time and money. Hospital management systems have increasingly been used to handle 
patient data, generating large datasets. A DSS leveraging the Naïve Bayes (NB) algorithm was created to 
predict heart disease, using key features extracted from historical databases like the Cleveland dataset. A 
web-based application facilitates this prediction process [1]. 
 
In the early stages of heart failure disease (HFD), neurohormonal regulatory mechanisms are triggered, 
which, although initially compensatory, can lead to worsened ventricular dysfunction, shortness of breath, 
fluid retention, and changes in the heart’s structure. Treatment options for HFD range from lifestyle 
modifications to medical devices like defibrillators and pacemakers [2] . However, frequent hospitalizations 
due to acute HFD decompensation remain a leading cause of healthcare costs. Studies highlight that heart 
diseases, particularly HFD, are a significant public health concern. Early detection is key to effective 
treatment and management. 
 
HFD is emerging as a condition associated with hypertension, insomnia, and other heart diseases. ECG can 
detect HFD by identifying variations in heartbeats, while magnetocardiography (MCG) shows promise as a 
noninvasive tool for detecting ischemic heart disease (IHD). Though MCG offers higher signal quality than 
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ECG, it requires extensive interpretation and has limited clinical application. An autonomous system for 
early ischemia detection could greatly aid clinicians [3]. 
 
Predictive models for heart disease can help identify high-risk individuals, improve diagnosis, and guide 
treatment decisions, potentially reducing mortality. Clinical decision support systems (CDSS) are 
increasingly used to assess heart disease risk and recommend appropriate interventions, improving decision-
making and preventive care. Coronary artery disease (CAD), or ischemic heart disease (IHD), is the leading 
cause of death among adults over 35 in many countries, including China. CAD occurs when coronary artery 
stenosis reduces blood flow to the heart, leading to myocardial damage, which can result in serious 
complications such as ventricular arrhythmia or sudden cardiac death [4]. 
 
As per the World Health Organization, heart disease causes 12 million deaths globally each year. The burden 
of cardiovascular disease has been rapidly increasing worldwide in recent years. Numerous studies have been 
conducted to identify the most significant factors contributing to heart disease and to accurately predict 
overall risk. Early diagnosis of heart disease is crucial in guiding lifestyle changes for high-risk patients, 
which helps reduce complications. The Random Forest algorithm has shown a prediction accuracy of 
88.52%, performing competitively against other methods [5]. 
 
This paper aims to predict heart disease by analyzing patient data to classify whether individuals have the 
condition. The architecture of the model is illustrated in Figure 1. The process begins with collecting relevant 
patient details, followed by data preprocessing and feature selection. After these steps, machine learning 
algorithms are applied by splitting the data into training and testing sets. The model then makes predictions 
and provides the accuracy scores for the algorithms used. 

 
 

 
Figure 1: Architecture Diagram 
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METHODOLOGY 
 
The proposed system methodology is implemented at different stages as shown in the following figure: 
 

 
 

 
 
 

Figure 2: Methodology Diagram 
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Figure 3: Flow Diagram 
 

The dataset is initially imported from a publicly available open-source platform. It then undergoes a 
preprocessing phase, during which missing values are addressed and duplicate entries are removed. 
Following this, the dataset is analyzed to prepare it for machine learning algorithms. Once preprocessing is 
complete, classification and prediction algorithms are applied. Finally, the model is validated, and accuracy 
metrics are generated. 
 

DATA PREPROCESSING 
 

Data preprocessing, also known as data cleaning, involves reviewing and modifying raw data by removing 
irrelevant information, correcting incomplete data, and converting data types as needed. This project focuses 
on predicting the presence or absence of heart disease in patients based on 14 health examination indicators 
and one target variable. 
 
A. Loading the dataset 
In machine learning projects, properly loading data is crucial. The most commonly used format is Comma 
Separated Values (CSV). The standard method for loading CSV files in Python is through its built-in libraries, 
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particularly the csv module and the reader() function. 
 
B. Cleaning the data 
Data cleaning, or data cleansing, is a critical step in model building that follows data collection. It enhances 
data quality, leading to improved overall productivity. By cleaning the data, outdated or incorrect entries are 
removed, leaving only high-quality data for analysis. 
 
C. Identifying null values 
Understanding why data is missing is crucial for handling the remaining dataset effectively. If the missing 
values are random, the sample may still be representative. However, if the missing values follow a pattern, 
the analysis may become biased. 
 
D. Exploratory Data Analysis (EDA) 
EDA involves summarizing the main features of a dataset, often through visual plots. This step is crucial 
before modeling, as it provides insights into the data that inform the application of machine learning 
techniques. 
 
E. Training and testing data 
The processed data is split into 80% training data and 20% testing data. These subsets are then passed to the 
ANN and SVM models for fitting, prediction, and scoring.. 
 

MACHINE LEARNING ALGORITHMS 
 
A. Artificial Neural Network (ANN) 
Artificial Neural Networks are computational models designed to perform tasks more efficiently than 
traditional methods. ANN mimics the structure of biological neurons, similar to those in the human brain, 
where nerve cells are interconnected. This model consists of a network of linked elements (neurons) working 
together to complete tasks. 
 
B. Support Vector Machine (SVM) 
Support Vector Machine is a supervised machine learning algorithm. It works by using labeled training data 
to create classifiers in 1D, 2D, 3D, or even 4D space, which divide the data into distinct classes. These spatial 
classifiers are represented as points, lines (in 2D), planes (in 3D), or hyperplanes (in 4D). 
 
C. K-Nearest Neighbor (KNN) 
K-Nearest Neighbor (KNN) is a simple algorithm used for classification tasks. The value of 'K' represents the 
number of neighbors considered. KNN is a type of classification where the function is approximated locally, 
and computation is delayed until the function is evaluated. Since the algorithm relies on distance, 
normalizing the training data, especially if features have different units or scales, can significantly enhance 
its accuracy. 
 
D. Decision Tree (DT) 
A Decision Tree is a supervised learning algorithm that can be used for regression problems. It consists of 
decision nodes and leaf nodes. The decision nodes split the tree into branches, while the leaf nodes represent 
the outcomes of these decisions. The tree visually represents all possible outcomes based on different 
conditions of the dataset. 
 
 
E. Naïve Bayes (NB) 
Naïve Bayes is a set of supervised learning rules based on Bayes' Theorem, often used for classification tasks. 
It is particularly useful for text-based datasets, like those found in spam detection. Naïve Bayes is known for 
its simplicity and efficiency in generating quick predictions, making it one of the fastest classification 
algorithms. 
 
F. Random Forest (RF) 
Random Forest is a widely used supervised machine learning algorithm suitable for both classification and 
regression tasks. It is based on the concept of ensemble learning, which combines multiple classifiers to 
enhance model performance. The more trees (classifiers) in the forest, the higher the accuracy and the lower 
the risk of overfitting. 
 

RESULT 
 
The results of the machine learning algorithms used to predict heart disease are summarized in terms of 
accuracy, as follows Artificial Neural Network (ANN) achieved an accuracy of 83.61%. ANN models are 



1536                                                                   Thejaswini S et.al / Kuey, 30(2) 7918                                                       

 

effective in handling complex patterns and large datasets due to their neuron-like structure, but they require 
significant computational resources. Support Vector Machine (SVM) achieved an accuracy of 81.97%. SVM is 
known for its ability to classify data into distinct groups by creating hyperplanes, but its performance can be 
sensitive to the choice of kernel and parameters. K-Nearest Neighbor (KNN) achieved a lower accuracy of 
72.13%. KNN is a simple algorithm that classifies data points based on the closest 'K' neighbors, but its 
performance decreases when dealing with larger or more complex datasets, which may explain its lower 
accuracy here. Decision Tree (DT) also reached an accuracy of 81.97%. Decision Trees are intuitive and easy 
to interpret but can be prone to overfitting, particularly when the model becomes too complex. Naïve Bayes 
(NB) achieved a higher accuracy of 85.25%. Despite its simplicity, Naïve Bayes performs well, especially for 
problems with clear probabilistic relationships, making it efficient for heart disease prediction. Random 
Forest (RF) recorded the highest accuracy at 88.52%. Random Forest, which is an ensemble method 
combining multiple decision trees, is highly robust and less prone to overfitting, which explains its superior 
performance compared to the other algorithms. 
 

Table 2: Accuracy score table 
Sl. No. Methods Used Accuracy 
1 Artificial Neural Network (ANN) 83.61% 
2 Support Vector Machine (SVM) 81.97% 
3 K-Nearest Neighbor (KNN) 72.13% 
4 Decision Tree (DT) 81.97% 
5 Naïve Bayes (NB) 85.25% 
6 Random Forest (RF) 88.52% 

 

 
 

Figure 5: Comparison table 
 

Conclusion 
 

Heart disease is a significant concern in today's rapidly developing world, highlighting the need for an 
automated system to predict it at earlier stages. Such a system would assist doctors in diagnosing patients 
more efficiently, and benefit individuals by allowing them to monitor their health using the automated tool. 
Feature selection and prediction are crucial for the success of any automated system. By selecting features 
effectively, we can achieve better results in predicting heart disease. We have outlined several useful 
algorithms for feature selection, including ANN, SVM, KNN, DT, NB, and RF. Among these, the Random 
Forest algorithm achieved the highest accuracy. In this paper, we propose a method for heart disease 
prediction using some of these machine learning techniques, which demonstrated excellent accuracy for 
better estimation results. 
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