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I.INTRODUCTION 

 
a. A. Definition of Vendor Selection 
Vendor selection involves evaluating and choosing suppliers that can provide necessary goods or services. It 
requires assessing vendors based on criteria like cost, quality, reliability, and service to identify those that align 
with an organization’s requirements and strategic goals.[1] 
 
b. B. Importance of Vendor Selection Process 
The vendor selection process is crucial as it directly influences product quality, delivery timeliness, and cost 
efficiency. Selecting the right vendor enhances customer satisfaction and profitability while fostering strong 
supplier relationships that encourage collaboration and innovation. Additionally, it helps mitigate risks related 
to supply chain disruptions, compliance issues, and financial instability, ensuring a resilient and efficient 
supply chain.[4] 
 
c. C. Introduction to Machine Learning in Vendor Selection 
Machine learning (ML) has become a transformative tool in vendor selection, capable of analysing vast data 
sets to reveal patterns and insights beyond human capacity. ML models can predict vendor performance, assess 
risks, and optimize decision-making by leveraging historical data. This integration of ML enhances the accuracy 
and efficiency of vendor selection, moving towards more intelligent and automated procurement processes.[2] 
A neural network can be trained in order to select the best vendor based on certain criteria and weights. If the 
weights are being used the neural network’s algorithm is called Weighted Sum Method. Here the neural 
network is the one that takes the decision of selecting a vendor based on the parameters on which the model 
has been trained. 
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d. D. Purpose and Scope of the Literature Review 
This literature review aims to examine existing knowledge on vendor selection, focusing on ML applications. It 
identifies key trends, methodologies, and research gaps, covering traditional criteria and processes, the impact 
of ML, and case studies of practical implementations. The review contributes to the discourse on improving 
vendor selection through advanced technologies. 
 

II.LITERATURE REVIEW 
 
There are different techniques being used for vendor selection process over the years. The traditional 
techniques used MCDM or Multi-Criteria Decision Making [21], COPRAS or Complex Proportional 
Assessment, AHP or Analytic Hierarchy Process, intuitionistic fuzzy sets (IVIFS) [21], Fuzzy Logic [10] and 
FUCOM or FUII Consistency Method. [22] 
 
a. TRADITIONAL METHODS 
MDCM: Multi-Criteria Decision Analysis (MCDA), also known as Multi-Criteria Decision-Making (MCDM), is 
a powerful approach for making decisions when multiple criteria or objectives need to be considered together 
to rank or choose between alternatives [21]. It's widely applicable across various domains, including business, 
nonprofits, government, health, education, and personal decision-making. Here's how it works: 
1. Problem Structuring: MCDA formalizes decision problems by explicitly defining criteria and alternatives. It 
aims to reduce biases from relying solely on intuition. 
2. Criteria Weighting: MCDA involves assigning weights to criteria based on their relative importance. These 
weights capture decision-makers' preferences and trade-offs. 
3. Scoring Alternatives: Each alternative is evaluated against the criteria, resulting in scores. These scores 
reflect how well each alternative performs with respect to the criteria. 
4. Aggregation: MCDA combines the scores using aggregation methods (e.g., weighted sum, weighted product) 
to rank the alternatives. The highest-ranked alternative is the preferred choice. 
In summary, MCDA provides a systematic framework for decision-makers to navigate complex choices by 
considering multiple criteria simultaneously. Whether you're selecting projects, prioritizing spending, or 
choosing a new smartphone, MCDA helps ensure a more informed and objective decision-making process. 
 

 
Fig.2 [23] 

 
COPRAS: The Complex Proportional Assessment (COPRAS) method is a multi-criteria decision-
making (MCDM) technique used for solving vendor selection problems. Here’s a concise overview: 
1. Assumptions: 

• COPRAS assumes direct and proportional dependencies between the significance and utility degree of 
available alternatives. 

• These dependencies exist even when criteria are mutually conflicting. 
2. Procedure: 

• COPRAS employs a step-wise ranking and evaluation process for alternatives based on their significance 
and utility degree. 

• It considers both ideal and anti-ideal solutions to select the best alternative. 
3. Applications: 
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• Gadakh proposed an effective decision-making framework for vendor selection using COPRAS. 

• Researchers have also applied COPRAS to solve ranking problems related to cadastral municipalities and 
land consolidation. 
In summary, COPRAS provides a systematic approach to vendor selection by considering conflicting criteria 
and evaluating alternatives. It’s a valuable tool in vendor selection or supply chain.[24] 
 

 
Fig. 3 [24] 

 
AHP:   The Analytic Hierarchy Process (AHP) is a powerful multi-criteria decision-making method commonly 
used in supplier selection. Let's break it down: 
 
(a) 1. Objective: 
- The AHP aims to evaluate and rank suppliers based on multiple criteria (e.g., cost, quality, delivery time). 
- It helps decision-makers make informed choices by considering both quantitative and qualitative factors. 
 
(b) 2. Hierarchical Structure: 
- AHP organizes criteria hierarchically: 
- Goal: The overall objective (e.g., selecting the best supplier). 
- Criteria: Factors influencing supplier performance (e.g., price, reliability). 
- Sub-criteria: Further breakdown of criteria (e.g., quality divided into product quality, service quality). 
-Alternatives: The suppliers being evaluated. 
 
(c) 3. Pairwise Comparisons: 
- Decision-makers compare criteria and sub-criteria pairwise. 
- Using a scale (e.g., 1 to 9), they express relative importance. 
- These comparisons create weightings for each criterion. 
 
(d) 4. Consistency Check: 
- AHP ensures consistency by checking if the comparisons align. 
- Inconsistent judgments are adjusted to maintain coherence. 
 
(e) 5. Weighted Aggregation: 
- Weights from pairwise comparisons are combined to form a global priority vector. 
- Each criterion's weight reflects its significance. 
 
(f) 6. Scoring Suppliers: 
- For each supplier, calculate a performance score for each criterion. 
- Multiply the score by the criterion weight and sum across all criteria. 
- The supplier with the highest total score is preferred. 
 
7. Benefits and Considerations: 
- AHP provides a systematic approach, considering both quantitative data and expert opinions. 
- However, it relies on accurate pairwise comparisons, which can be subjective. 
 
In summary, AHP helps decision-makers navigate complex supplier selection by structuring the decision 
process and incorporating diverse criteria. It's widely used due to its flexibility and ability to handle real-world 
scenarios. [23] 
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Fig. 4 [23] 

 
b. Interval-valued intuitionistic fuzzy sets (IVIFS): 
Interval-valued intuitionistic fuzzy sets (IVIFS) play a crucial role in addressing uncertainty and vagueness in 
decision-making processes, including vendor selection. Let’s delve into how IVIFS can enhance the circular 
supplier selection (CSS) process: 
 

 
Fig 4 [25] 

 
(a) Circular Supplier Selection (CSS): 
CSS focuses on identifying suppliers who align with circular economy principles (reducing waste, optimizing 
resource use, and regenerating ecosystems). 
The goal is to select suppliers that contribute to sustainability and meet economic, social, and circular criteria. 
(b) IVIFS-Based Decision Model: 
For the first time, researchers propose an integrated approach using IVIFS, Analytic Hierarchy Process (AHP), 
and Complex Proportional Assessment (COPRAS) for CSS. 
IVIFS allows decision-makers to handle uncertainty and imprecision in their judgments. 
Decision-makers compare criteria pairwise to determine their relative importance. 
COPRAS ranks potential suppliers by considering both positive and negative aspects. 
It accounts for the impact of criteria on each supplier. 
(c) Contributions: 
Specific CSS criteria are developed, including economic, social, and circular factors. 
The proposed method integrates IVIFS, AHP, and COPRAS. 
A case study involving a multinational cement company validates the approach. 
Benefits: 
IVIFS captures uncertainty and vagueness in decision-making. 
The method aligns with circular economy goals and sustainability requirements. 
In summary, IVIFS-based approaches enhance the precision and robustness of supplier selection, especially in 
complex contexts like CSS.[21] 
 
c. FUZZY Logic: 
Fuzzy logic plays a crucial role in vendor selection within supply chain management. Let me break it down for 
you: 
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Vendor Selection Problem (VSP): This is a challenging task for purchasing managers. It involves choosing the 
right suppliers to ensure efficient supply chain operations. Incorrect vendor choices can lead to significant 
issues. 
Fuzzy Environment: In real-world scenarios, information about vendors is often vague or uncertain. Fuzzy logic 
helps handle this uncertainty. Instead of crisp values, it uses fuzzy sets (like “high,” “medium,” or “low”) to 
represent imprecise data. 
Multi-Objective Approach: Vendor selection involves multiple objectives, such as minimizing transportation 
costs, avoiding late deliveries, and managing net ordering costs. Fuzzy goal programming combines these 
objectives, considering constraints related to demand, capacity, budget, and more. 
LR Fuzzy Numbers: The proposed model uses LR fuzzy numbers as input parameters. These numbers 
represent uncertainty more effectively than crisp values. They allow for flexibility in decision-making. 
Real-Life Application: The model was tested using simulated data from a case study. It addressed vendor quota 
allocation and selection under varying degrees of vagueness. This approach enhances multi-criteria decision-
making in supply chain management1. 
In summary, fuzzy logic provides a robust framework for realistic vendor selection, considering uncertainty 
and multiple objectives. It’s a valuable tool for making informed decisions in complex supply chains. [1,3] 
 

 
Fig 5 [26] 

 
d. FUCOM: 
FUCOM stands for Full Consistency Method. It’s a technique used in multiple-criteria decision-making 
(MCDM). Let me break it down for you: 
Purpose: FUCOM helps make decisions when there are multiple criteria or objectives to consider. For 
example, in vendor selection, you might have criteria like cost, quality, and delivery time.[22] 
Handling Inconsistencies: FUCOM ensures that the decision-maker’s preferences remain consistent across all 
criteria. It addresses situations where preferences might conflict or be inconsistent. 
Steps: 
Pairwise Comparisons: The decision-maker compares each criterion against others. They assign relative 
importance or preference scores. 
Consistency Check: FUCOM checks if these pairwise comparisons are consistent. If not, it adjusts the scores to 
maintain consistency. [22] 
Aggregation: It combines the adjusted scores to obtain overall weights for each criterion. 
Application: 
FUCOM is used in various fields, including supply chain management, resource allocation, and project 
selection. 
Researchers have also applied it to mineral potential mapping and other complex decision problems. 
Remember, FUCOM ensures that your preferences align consistently across all criteria, leading to more robust 
decisions. 
 

 
Fig 6 [22] 
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e. MACHINE LEARNING METHODS: 
These are the modern techniques which uses algorithms of machine learning such as AdaBoost, Support Vector 
Machine or SVM and K-Nearest-Neighbour algorithms to find the best possible supplier in a supply chain 
selection process. These are some of the most successful models of the industry. 
(a) AdaBoost: 
AdaBoost (short for Adaptive Boosting) is a powerful ensemble learning algorithm used extensively in 
classification tasks, including vendor selection. Let me break it down for you: 
 
What is Boosting? 
Boosting creates a strong classifier by combining multiple weak learners (simple models). Unlike bagging 
(which trains weak learners in parallel), boosting trains them sequentially. The process involves iteratively 
correcting errors made by previous models. 
(b) How AdaBoost Works: 
AdaBoost starts with a random training subset. It trains a base learner (usually a decision tree stump) on this 
subset. Misclassified examples receive higher weights. In the next iteration, it selects a new weak classifier and 
adjusts weights again. This process repeats until a predetermined number of classifiers are created. 
(c) Weighted Errors: 
AdaBoost assigns weights to each training example. Incorrectly classified examples get higher 
weights.Weighted samples guide the training of subsequent models. 
(d) Training Process: 
Initially, a weak classifier is trained on weighted data.The process continues, adjusting weights and creating 
new classifiers. AdaBoost aims to minimize errors and improve accuracy. 
In summary, AdaBoost iteratively corrects errors, assigns weights, and constructs a strong ensemble model. 
AdaBoost shows a reliable accuracy of 98% and F1 - score of 86 in supplier selection.  [27] 
 
f. SVM: 
(a) SVM Basics: 
SVM aims to find the optimal hyperplane that separates data points from different classes.The “support 
vectors” are the data points closest to the decision boundary.SVM maximizes the margin between classes, 
enhancing generalization. 
(b) Vendor Selection and SVM: 
Feature Selection: In vendor selection, feature engineering is crucial. SVM benefits from relevant features that 
impact supplier performance. 
Enhanced Interpretability: By selecting the most relevant features, you gain insights into which factors 
significantly affect the model’s predictions. 
Efficiency: Fewer features mean faster training and prediction times. 
Reduced Overfitting: Focusing on pertinent features prevents the model from memorizing irrelevant details. 
Better Generalization: A well-chosen feature subset leads to better performance on new data. 
Addressing Dimensionality: SVMs can suffer from the curse of dimensionality; feature selection mitigates this 
effect. 
(c) Feature Selection Methods for SVM: 
Forward Feature Selection: Iteratively add features to the set, evaluating their impact on model performance. 
Backward Feature Selection: Start with all features and iteratively remove them based on performance. 
Recursive Feature Elimination: Repeatedly eliminate the least important features. 
Remember, SVM’s power lies in finding optimal decision boundaries, and feature selection ensures it operates 
effectively in complex scenarios like vendor selection. [28] 
 
g. KNN or K-Nearest-Neighbour: 
The K-Nearest Neighbors (KNN) algorithm is a powerful classification technique commonly used in various 
domains, including vendor selection. Let’s dive into the details: 
 
How KNN Works: 
KNN classifies data points based on their similarity to other data points. 
Given a new data point, it identifies the K nearest neighbors (based on a distance metric, often Euclidean 
distance). 
The class or value of the data point is then determined by the majority vote or average of the K neighbors. 
 
Application in Vendor Selection: 
Feature Similarity: KNN assesses vendors based on similarity in features (e.g., cost, quality, delivery time). 
Historical Data: Using past supplier performances, KNN finds similar vendors. 
Decision Rule: If most similar vendors are high-performing, the new vendor is likely a good choice.[27] 
Choosing K: 
Larger K provides smoother decision boundaries. 
Small K (e.g., K=1) can lead to overfitting. 
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Optimal K depends on your data and context12. 
In summary, KNN leverages similarity to make informed vendor selection decisions [27] 
 
h. Evolution of Machine Learning in Vendor Selection 
A. Emergence of ML in Vendor Selection 
The integration of machine learning (ML) into vendor selection represents a significant evolution in 
procurement practices. Initially, vendor selection relied heavily on manual analysis and subjective judgment, 
which could be time-consuming and error-prone. As data availability and computational power increased, ML 
emerged as a potent tool to enhance decision-making processes. Early applications of ML in vendor selection 
involved basic statistical models and algorithms to analyze historical performance data. Over time, 
advancements in ML techniques, such as neural networks, decision trees, and natural language processing, 
have enabled more sophisticated and accurate vendor evaluations.[5] 
 
B. Advantages Over Traditional Methods 
ML offers several advantages over traditional vendor selection methods. Firstly, it can process and analyze vast 
amounts of data much faster than humans, uncovering patterns and insights that might otherwise go 
unnoticed. This leads to more informed and objective decision-making. Secondly, ML models can continuously 
learn and improve from new data, enhancing their predictive accuracy over time. This adaptability allows 
organizations to respond swiftly to changing market conditions and vendor performance. Additionally, ML can 
automate routine tasks, reducing the time and effort required for vendor evaluation and allowing procurement 
professionals to focus on strategic activities. Overall, ML not only improves the efficiency and accuracy of 
vendor selection but also supports a more agile and resilient supply chain.[15] 
 
i. Current Trends in ML for Vendor Selection 
Currently, the use of machine learning (ML) in vendor selection is characterized by several key trends. One 
notable trend is the increasing use of predictive analytics. ML algorithms analyze historical data to predict 
future vendor performance, allowing organizations to proactively address potential issues. Additionally, 
natural language processing (NLP) is being used to analyze unstructured data from various sources, such as 
social media and news articles, to assess vendor reputation and risk.[13] Another trend is the integration of ML 
with other advanced technologies like blockchain for enhanced transparency and traceability in the supply 
chain. Real-time data analytics powered by ML also helps in dynamic vendor selection, adjusting procurement 
strategies based on current market conditions and vendor performance.[9] 
 
j. Potential Future Developments and Innovations 
The future of ML in vendor selection is poised for significant advancements and innovations. One potential 
development is the adoption of more advanced deep learning models, which can provide even greater accuracy 
and insight by analyzing complex, multi-dimensional data. Additionally, the integration of Internet of Things 
(IoT) data will enhance vendor evaluations, providing real-time insights into inventory levels, production rates, 
and logistics. Another promising area is the use of reinforcement learning, where ML models learn optimal 
procurement strategies through trial and error, continuously improving their performance. 
Moreover, as organizations prioritize sustainability, ML can play a crucial role in evaluating vendors based on 
environmental, social, and governance (ESG) criteria. This shift towards sustainable procurement will be 
driven by ML models that assess and predict the long-term impact of vendor practices on sustainability 
goals.[17] 
Furthermore, collaborative ML models that enable shared learning across organizations without compromising 
data privacy could revolutionize vendor selection, promoting industry-wide improvements and innovations. 
Lastly, enhanced user interfaces powered by AI, such as conversational AI agents, will make ML tools more 
accessible to procurement professionals, facilitating their adoption and use in everyday decision-making.[13] 
In conclusion, the future of ML in vendor selection holds immense potential for innovation, driving more 
efficient, accurate, and strategic procurement processes.[14] 
 
k. Challenges and opportunity for future research 
There are many challenges when it comes to vendor selection process using ML. ML requires a huge amount 
of data and ensuring high quality and relevant data for vendor evaluation is not easy. Mostly, ANNs are used 
in making a machine learning model which involves the selection of the best suited vendors. ANNs are complex 
and their interpretability can be tricky which makes understanding the process harder. [7] Feature selection is 
also a problem with the ANNs if not done correctly then ANN may struggle with irrelevant or noisy features. 
Training also requires huge amount of time as well as computational power.[19] 
Opportunities: ANNs excel at prediction task such as forecasting or identifying the high-performing vendors. 
These neural networks can also capture complex non-linear relationships between vendor attributes. For 
instance, cost, quality and average delivery time. ANNs can be very easily customized and it can also be 
integrated with different models while using multi-criteria decision analysis. This will increase the overall 
efficiency of the model.[8] 
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III.CONCLUSION 
 
This paper concludes and compares the traditional method and the machine learning models. Tradition 
methods like MCDM, COPRAS, AHP, FUCOM and fuzzy logic were the most common and effective way of 
vendor selection.[20] Binary sets were also used in the selection of the vendors by giving numbers ranging from 
0 to 1 to each attribute of the vendor selection process. The vendor selection in traditional was done using the 
mathematical models. 
The introduction of the machine learning model likes Support Vector Machines, AdaBoost and KNN along with 
advance mathematical models like weighted sum method are being used to increase the efficiency and 
effectiveness of the vendor selection model. The machine learning model performs better than the traditional 
methods as it can easily. 
 
a. COMPARISION OF Different Models: 

 

Model Accuracy 
F1-
Score Reference 

SVM 98% 86% [27] 

KNN 90% 29% [27] 

AdaBoost 98% 86% [27] 

 
In context of vendor selection, the objective function represents the criteria that need to be optimised. These 
criteria could include factors like price, distance, quality, supply variety and delivery performance. Each 
criterion contributes to the overall performance of a supplier. Weighted sum method and ANN performs the 
best to give the best possible overall results. The weighted sum method combines these criteria into a single 
scalar value by assigning weights to each criterion. The composite objective function is given by: 
 

𝑈 = Minimize(∑⬚

𝑘

𝑖=1

𝑤𝑖 ⋅ 𝐹𝑖(𝑥)) 

 
The goal is to find the supplier that minimizes the weighted sum of criteria. By adjusting the weights, decision-
makers can emphasize on certain criteria over others. The supplier with the lowest overall weight is considered 
the best choice. This is how the optimization is done. 
Before performing operations in the machine learning model, properly articulating preferences and assigning 
accurate weights are critical. The methods assume relationship between the criteria, which may not always hold 
and may result into noise. Researchers and practitioners should carefully validate the results and consider the 
trade-offs. 
Finally, we can conclude that the Machine learning model performs better than the models are better than fuzzy 
logic and other traditional models 
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