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ARTICLE INFO ABSTRACT 

 Driving while feeling drowsy is a cause of accidents on the road. It poses a serious 
safety risk. This study suggests a system that uses cues to detect driver drowsiness and 
reduce this danger. The system relies on a trained machine learning model to analyze 
the driver’s expressions in a video feed. By tracking eye movements and calculating 
the Eye Aspect Ratio (EAR) across frames, it can identify signs of drowsiness when the 
EAR drops below a threshold for an extended period, triggering an alarm. In addition, 
the system can send alerts and make automated calls to the driver’s phone using 
Twilio. To further enhance safety measures, it also activates the car's hazard lights 
automatically and shows coffee shops on its interface to help keep drivers alert. This 
comprehensive approach provides real-time detection of drowsiness and timely 
interventions, potentially preventing accidents and saving lives on the road.  

 
1.Introduction 

 
Traffic accidents represent a significant global public health concern, inflicting devastating human and economic 
costs. Beyond the immeasurable emotional toll of injuries and fatalities, these accidents create substantial 
financial burdens for individuals and societies alike. While speeding is a recognized risk factor, driver drowsiness 
emerges as another critical threat. Statistics reveal a particularly troubling trend: drowsiness is a contributing 
factor in over 80 percent of accidents caused by human negligence.  
Traditional methods focused on promoting safe driving practices and driver awareness, while valuable, have 
limitations. Drivers may underestimate their fatigue or fail to recognize the warning signs of drowsiness. To 
address this challenge, this paper proposes a novel driver drowsiness detection system that utilizes a non-intrusive 
Eye Aspect Ratio approach.  
 
The prevalence of driver drowsiness is a growing concern. Research suggests a significant increase in drowsiness-
related accidents in recent decades, with a substantial number of annual fatalities. These accidents often occur 
during periods of heightened vulnerability for drivers, such as between midnight and post-lunch hours. Fatigued 
drivers experience impaired reaction times, reduced vigilance, and an inability to maintain lane positioning, 
significantly increasing the risk of collisions.  
 
This paper presents a system that leverages behavioral measures, specifically eye blink patterns, to detect 
drowsiness. Drowsy drivers exhibit distinct facial movements, including frequent blinking and head swaying. The 
system utilizes computer vision techniques to analyze these behavioral changes and determine the driver’s 
drowsiness level. By continuously monitoring the Eye Aspect Ratio as a metric calculated based on key facial 
landmarks around the eyes, the system can identify prolonged periods of eye closure or unusually frequent 
blinking, both indicative of drowsiness. This research contributes to the development of more comprehensive 
solutions for tackling driver drowsiness. The paper will showcase the effectiveness of the EAR-based system in 
detecting drowsiness across various conditions, including different lighting environments and facial features. This 
paves the way for real-world implementation and, ultimately, promotes safer roads by providing timely warnings 
to drivers experiencing drowsiness and potentially preventing accidents.  
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2.Literature Survey 
 
The literature on driver drowsiness detection techniques underscores the significance of proactive measures in 
mitigating the risks associated with fatigue-related accidents on the road. Researchers have explored multifaceted 
approaches that combine physiological data, behavioral observations, and vehicular information to achieve 
accurate drowsiness detection. These multimodal techniques emphasize the integration of diverse indicators, such 
as eye closure duration, facial expressions, and steering wheel movements, to enhance detection accuracy and 
reliability.  
Additionally, studies have investigated vision-based systems that monitor driver behavior through cameras and 
computer vision algorithms. By analyzing indicators like eye closure, blinking patterns, and head pose, these 
systems can alert drivers of potential drowsiness in real-time, thereby reducing the risk of accidents caused by 
driver fatigue. Novel smart drowsiness detection systems leveraging machine learning algorithms and non-
intrusive monitoring techniques have also been proposed, incorporating features such as Eye Aspect Ratio (EAR) 
monitoring and gesture-based alarm deactivation to enhance user experience and road safety.  
Overall, the surveyed literature underscores the importance of proactive drowsiness detection mechanisms in 
preventing fatigue-related accidents and improving road safety.  
 

3. Methodology 
 
  

 
Fig1.Flow diagram 

 
Data Collection and Preprocessing:  
Data Source: Real-time video streams were captured using a standard webcam. Preprocessing: Video frames 
were processed using the OpenCV library to extract facial regions. Frames were converted to grayscale to facilitate 
feature extraction.  
 
Feature Extraction:  
Facial Landmark Detection: Robust facial landmark detection was performed using the dlib library. The dlib 
shape predictor model detected key facial landmarks, including eye landmarks.  
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Eye Aspect Ratio (EAR) Calculation: The Eye Aspect Ratio (EAR) was computed using Euclidean distances 
between facial landmarks representing the eyes, providing a measure of eye openness crucial for drowsiness 
detection.  
 
Drowsiness Detection Algorithm:  
Thresholding and Alert Mechanism: A thresholding technique determined drowsiness based on the 
computed EAR. When the EAR fell below a predefined threshold for consecutive frames, an alert notified 
individuals of potential drowsiness.  
Alert Feedback and Positive Reinforcement: Auditory alerts were provided using the pyttsx3 library, along with 
periodic positive reinforcement messages, to mitigate drowsiness. Alert intensity escalated if drowsiness 
persisted.  
 
Integration with External Services:  
Twilio Integration: Integration with Twilio’s cloud communication platform enabled automated phone calls in 
cases of prolonged drowsiness. Twilio’s APIs initiated calls to predefined recipient numbers, enhancing safety 
measures.  
                                        

 
Fig2.Eye Aspect Ratio 

  
The equation for calculating Eye Aspect Ratio (EAR)  is given by:  

𝐸𝐴𝑅 =   
  
4.Implementation  
Algorithm:  
DROWSINESS_DETECTION (video_stream)  
1. Initialize Parameters:  
Set EAR threshold and frame check limit.  
2. Capture Video:  
Read the video stream.  
3. For Each Frame in video_stream:  
Convert frame to grayscale. Detect faces in the frame.  
4. For Each Detected Face:  
Detect facial landmarks.  
Extract eye landmarks for both eyes.  
5. Calculate EAR:  
Compute the average EAR using the formula.  
6. Drowsiness Detection:  
If EAR < threshold:  
Increment the drowsiness counter.  
If the counter exceeds frame limit:  
Trigger audio/visual alert.  
Else:  
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Reset the drowsiness counter and stop any active alerts.  
7. Display Frame:  
Show frame with alerts and landmarks.  
8. End:  
Release the webcam and close all windows. 
  
System Architecture:  
The drowsiness detection system architecture was designed to integrate various components seamlessly, including 
data acquisition, feature extraction, algorithm implementation, alert mechanisms, and external service 
integration. Software Development:  
 
Python Programming: The system was primarily developed using the Python programming language, 
leveraging its rich ecosystem of libraries for computer vision, machine learning, and communication.  
Library Utilization: Key libraries such as OpenCV, dlib, pyttsx3, and Twilio were utilized to implement specific 
functionalities, ensuring efficient and reliable operation of the system.  
 
Data Processing and Feature Extraction:  
Video Processing: Real-time video streams captured by a standard webcam were processed to extract facial 
regions and convert frames to grayscale, preparing them for feature extraction.  
Facial Landmark Detection: The dlib library facilitated robust detection of facial landmarks, including critical 
points corresponding to the eyes, utilizing its shape predictor model.  
 
Algorithm Implementation:  
Drowsiness Detection Algorithm: An algorithm based on eye aspect ratio (EAR) calculation was 
implemented to detect signs of drowsiness. Thresholding techniques were applied to EAR values, triggering alerts 
when predefined thresholds were breached over consecutive frames.  
 
Alert Mechanisms and Positive Reinforcement:  
Auditory Alerts: Auditory alerts were generated using the pyttsx3 library, providing real-time notifications to 
individuals in case of potential drowsiness.  
 
Positive Reinforcement: Periodic positive reinforcement messages were incorporated into the system to 
encourage alertness and mitigate drowsiness.  
 
Integration with External Services:  
Twilio Integration: The system seamlessly integrated with the Twilio cloud communication platform, enabling 
automated phone calls to predefined recipient numbers in cases of prolonged drowsiness.  

  
  

 
Fig3.Eye detection using Eye aspect ratio 
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Fig4.Alert pop out on screen when  eyes are closed 

 

 
Fig5.Call made by Twilio API 

 
5.Conclusion 

 
The drowsiness detection system proposed in this study offers a robust solution for realtime monitoring of 
alertness levels, particularly in safety-critical scenarios like driving or operating heavy machinery. Through 
extensive testing and validation, the system demonstrated high accuracy in detecting signs of drowsiness based 
on eye behavior analysis, meeting predefined performance metrics such as detection accuracy, false positive rate, 
and response time.  
The integration of auditory alerts and positive reinforcement messages proved effective in engaging users and 
sustaining alertness over extended durations. Moreover, the seamless integration with Twilio’s cloud 
communication platform provided an additional layer of safety by enabling automated phone calls to predefined 
recipients in cases of prolonged drowsiness, thereby enhancing overall system reliability.  
The deployment of the drowsiness detection system holds significant implications for enhancing safety across 
various domains, including transportation, healthcare, and industrial settings, where lapses in alertness can lead 
to severe consequences. Future research directions may focus on refining the algorithm and expanding the 
system’s capabilities to detect additional indicators of drowsiness, ultimately improving detection accuracy.  
Incorporating user feedback and iteratively refining the system based on real-world usage experiences will be 
crucial for ensuring user acceptance and usability in diverse operational contexts. Overall, the drowsiness 
detection system represents a valuable tool for promoting safety and mitigating the risks associated with impaired 
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alertness, contributing to the advancement of technologies aimed at enhancing human well-being and 
productivity.  
  

6.Future Scope 
 

Enhancing the Accuracy of the Twilio Module: Future advancements in the drowsiness detection system could 
focus on refining the Twilio integration to enhance its accuracy and effectiveness in alerting emergency contacts. 
This could involve incorporating additional parameters or machine learning algorithms to improve the system’s 
ability to discern genuine instances of drowsiness from false positives. By fine-tuning the alerting mechanism and 
ensuring timely and precise notifications, the Twilio module can play a more pivotal role in mitigating the risks 
associated with driver fatigue, thereby further enhancing road safety.  
Development of Automated Car Stop Mechanism: Another promising avenue for future research is the 
development of a software-based mechanism that can automatically stop the vehicle when the driver fails to 
respond to alerts for an extended period. This advanced safety feature would integrate with the existing 
drowsiness detection system and employ sensors or AI algorithms to monitor the driver’s responsiveness in 
realtime. In the event of prolonged drowsiness or incapacitation, the system would initiate a controlled 
deceleration or bring the vehicle to a complete stop, thereby preventing potential accidents caused by driver 
fatigue. Such a feature holds immense potential for enhancing vehicle safety and reducing the severity of fatigue-
related incidents on the road.  
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