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ARTICLE INFO ABSTRACT 
 Cloud computing is a fast-growing emerging field that users can access a diverse 

services —such as data storage, software applications, and servers—via the Internet. It 
enables organizations to utilize remote resources provided by various service providers 
on a pay-as-you-go basis. This model reduces the need for extensive on-site 
infrastructure, allowing businesses to manage large-scale data and applications 
virtually through the cloud. Load balancing is the potential process of assigning or 
allocating the load among the different virtual machines existing in the data center. The 
workload entering into the cloud computing environment need to be significantly 
allocated to the resources, such that each share is responsible for sharing an equal 
amount of loads at any particular point of time. The performance of the cloud 
environment completely depends on the degree to which the resources are equally 
shared, since imbalance in load leads to deterioration in the network efficiency. This 
proposed work is the detailed view of the DE-ABC-Load Balancing (DE-ABCA-LB) 
scheme presented for effective and efficient load balancing in cloud computing 
framework. This study presents a mathematical model along with the parameters used 
to design the fitness function that supports the DE-ABC-LB approach for effective load 
balancing among virtual machines in a cloud environment. It also details the 
experimental setup and analyzes the performance of the suggested work DE-ABC-LB 
method under varying conditions, including different task volumes, instruction lengths, 

              and numbers of virtual machines.  

 

1. INTRODUCTION TO DE-ABC-LB SCHEME 
 

The DE-ABC-LB approach is based on the hybridization of Differential Evolution (DE) and Artificial Bee 
Colony (ABC) metaheuristic algorithm for mutual elimination of their shortcoming in order to facilitate 
significant load balancing between virtual machines in cloud environment. The DE-ABCA-LB approach 
incorporates several parameters in the formulation of its fitness function, including node processing time 
(HPT) , individual VM computational time , average VM PT, load standard deviation (Load SD), standard 
normal deviation for VMs, and VM availability. These factors collectively contribute to achieving efficient 
load balancing. The primary goal of the proposed DE-ABCA-LB method is to ensure equitable workload 
distribution across various network paths, thereby minimizing the chances of both over-utilization and 
under-utilization of cloud resources. Fair load balancing is achieved by assessing if the current task count on 
a virtual server is relatively less than that of other virtual servers in the cloud environment. It also minimizes 
the computation time of hosts and total response duration by estimating and comparing the PT incurred by 
VM currently processing the tasks and the mean PT of remaining VMs in order to verify whether the 
difference is exceeds the permissible limit greater value of load balancing threshold. The load balancing 
threshold in the proposed DE-ABCA-load balancing methods plays a crucial role in influencing the standard 
deviation, thereby helping to maintain an effective balance of workloads within the cloud environment. 

2. LOAD BALANCING STRATEGIES 
 

The load balancing approaches contributed for cloud computing environment is classified into two based on 
the current or previous knowledge utilization as depicted in Figure 1. 
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Figure 1: Load balancing strategies 

3. THE MATHEMATICAL MODEL OF DE-ABCA-LB SCHEME 
 

In the DE-ABCA-LB scheme, the cloud computing environment comprises of set of VMs with associated tasks 
for processing. The complete set of virtual machines is considered to be parallel and unrelated with non-pre- 
emptive independent tasks scheduled to them. In other works, task processing on a virtual machine is 
uninterruptible. Thus, the proposed model assumes that the failure does not happen. This cloud computing 
environment is considered to comprise of a collection of data centers, the data centers in turn consists of 
hosts and each host includes a collection of ’n’ Virtual Machines. The individual data center consists of VM  
LB (Load Balancer). This load balancer is responsible for identifying an appropriate host and suitable VM 
from the selected host for the objective of allocating the subsequent task by computing some specific metrics. 
The metrics used for task allocation such PT of host, mean PT of all hosts, PT of Virtual Machines, Mean PT 
of all Virtual Machines, Load SD, Standard normal deviate of VM and availability of Virtual Machines for the 
computation of fitness function. 

 
4. PSEUDO CODE THE DE-ABCA-LB APPROACH 

 
This section outlines of the DE-ABCA-LB approach, which is structured around two key functions. The first 
function is designed to prioritize virtual machines (VMs) to avoid overloading by assigning tasks based on 
their instruction lengths. This prioritization ensures that tasks are allocated to suitable VMs according to 
their processing capabilities. The second key function aims to maintain load equilibrium among VMs by 
implementing an allocation policy that restricts task assignments, thereby preventing excessive load on any 
single VM. The pseudo code of the proposed approach is given below table. 
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5. PERFORMANCE ANALYSIS 

The proposed DE-ABCA-LB approach was evaluated through simulation experiments using CloudSim, a 
widely adopted framework for modeling and modeling task scheduling in extensive cloud computing systems. 
In this study, CloudSim was utilized to replicate the allocation and management of computing resources and 
virtual machines, allowing for a comprehensive assessment of the DE-ABCA-LB scheme’s effectiveness. The 
simulation environment was configured with 25 virtual machines, 15 data centers, and task loads ranging 
from 50 to 1000. Task lengths used in the evaluation varied between 2000 and 10000 Million Instructions 
(MI). Additionally, the key parameters utilized in the simulation of the DE-ABCA-LB approach are 
summarized in Table 1. 

 

Table 1: Simulation Parameters Used for proposed approach 
 

This section examines the performance efficiency of the DE-ABCA-LB approach through a comprehensive set 
of analytical evaluations, emphasizing the following key areas: 

i) average response time across different task volumes and instruction lengths, 
ii) comparison of average response time, instruction length, and execution time against traditional 
algorithms, 
iii) analysis of the same metrics in comparison with swarm intelligence-based algorithms, 
iv) Task migration count increases with more virtual machines when the total number of tasks remains the 
same 
v) task migration count as the number of tasks increases with a fixed number of virtual machines. 

 
5.1 Performance Evaluation Using Mean Response Time with Task Varying 
This section investigates the effectiveness of the DE-ABCA-LB approach by examining the mean response 
time across varying numbers of tasks and instruction sizes within a cloud infrastructure. Figures 2 and 3 
illustrate the performance of the DE-ABCA-LB method, showcasing the mean response time (in seconds) as 
the “number of tasks and instruction” sizes (in bytes) change. When the instruction length is set to 2000, the 
“mean response time” of the proposed scheme increases from 7.24 seconds to 19.21 seconds as the task count 
rises from 100 to 1000. Likewise, the mean RT of the DE-ABCA-LB approach with executable instruction 
length of 8000 is proved to increase from 7.46 seconds to 40.64 seconds with increasing tasks. Further, the 
mean RT of the DE-ABCA-LB approach with “executable instruction” length of 14000 is proved to increase 
from 7.82 seconds to 71.24 seconds with increasing tasks. Furthermore, when the “executable instruction” 
length is set to 20,000, the mean RT of the proposed work is observed to rise consistently from 8.12 seconds 
to 98.42 seconds as the number of tasks steadily increases. 
nder 
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Figure 2: Mean RT under Varying #of Task 

 

Figure 3: Mean RT under variety Execution Instruction Length 
 

This increase in the response time under different executable instruction length independent to the increase 
in the tasks submitted to the workflow is mainly due the significant increase in the system load. Figure 3 
illustrates the trend in average “response time” for the proposed work as the number of executable 
instructions increases. For 200 tasks, the response time rises from 18.42 seconds to 21.76 seconds as the 
instruction length ranges from 200 to 2000. The number of tasks is increased to 400, the response time 
similarly grows, starting at 19.21 seconds and reaching 25.12 seconds. With 700 tasks, a more substantial 
increase is observed, with response times escalating from 18.44 seconds to 58.42 seconds. In the case of 1000 
tasks, the delay becomes even more pronounced, growing from 21.32 seconds to 91.28 seconds. This 
consistent increase in response time, irrespective of the task volume, is attributed to the design of the DE- 
ABCA-LB scheme, particularly its policies for resource allocation and de-allocation, as well as its configured 
threshold parameters. 

 
6. COMPARATIVE STUDY WITH TRADITIONAL SCHEMES 

This section presents a comparative evaluation of the DE-ABCA-LB scheme against three widely-used load 
balancing strategies: Dynamic Load Balancing (DLB), “Throttled Load Balancing Algorithm (TLBA)”, and 
“Weighted Round Robin (WRR)”. The analysis is based on two key parameters—task count and executable 
instruction length—as both significantly affect system performance. Task volume is incremented from 200 to 
2000, with corresponding “instruction lengths” ranging from 1000 to 10000. A threshold value of 0.1 is used, 
as this point yielded the lowest standard deviation during performance evaluation. As illustrated in Figure 4, 
the “mean response time” across all approaches is analyzed for varying task loads. The DE-ABCA-LB method 
demonstrates superior performance, achieving reductions in mean response time of approximately 11.32%, 
13.33%, and 14.52% when evaluated against DLB, TLBA, and WRR, respectively. 
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Figure 4: Mean RT under Increasing # of Tasks 
 

Figure 5: Mean RT under Different Executable Instruction Length 

The enhanced performance in mean response time achieved by the DE-ABCA-LB algorithm is largely due to 
its capacity to adapt to varying loads across virtual machines (VMs), respond to dynamic changes in VM 
availability, and efficiently allocate tasks to the least burdened VMs. As shown in Figure 5, the average 
response times of DE-ABCA-LB, DLB, Throttled-LBA, and WRR are compared across increasing executable 
instruction lengths ranging from 1000 to 10000. The findings indicate that DE-ABCA-LB consistently 
outperforms the other methods, lowering response time by approximately 11.41%, 12.41%, and 13.61% 
relative to DLB, Throttled-LBA, and WRR, respectively. This performance gain can be credited to the 
algorithm's ability to prevent both overloading and underutilization of VMs. Furthermore, as depicted in 
Figure 6, the average execution time for the same set of algorithms is evaluated with task counts ranging 
from 100 to 1000. The DE-ABCA-LB technique consistently outperforms the alternatives, achieving 
execution time reductions of 12.11%, 13.47%, and 15.21% over DLB, Throttled-LBA, and WRR, respectively. 
This enhanced performance is largely due to the scheme’s efficient use of computational resources, enabling 
a more balanced and optimized distribution of workload across available VMs. 

 
7. COMPARATIVE INVESTIGATION WITH DIFFERENT SCHEMES 

 
The DE-ABCA-LB approach is evaluated against three swarm based load balancing algorithms: “Honey Bee- 
based Load Balancing (LBA-HB)”, “Honey Bee Behavior-inspired Load Balancing (HBB-LB)”, and the ABC- 
LB approach. The analysis considers varying numbers of tasks, ranging from 200 to 2000, and “executable 
instruction lengths” from 1000 to 10000, with a threshold of 0.1. Figure 6 presents the average response 
times for “LBA-HB, HBB-LB, and ABC-LB” under these conditions. The DE-ABCA-LB approach 
demonstrates an ability to reduce mean response times by up to 11.22%, 12.56%, and 13.78% relative to the 
“LBA-HB, HBB-LB, and ABC-LB” schemes, respectively. This improvement is largely attributed to the 
efficient allocation of requests to virtual machines, which ensures that the variance in processing times 
remains within a predefined limit. 
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Figure 6: Mean RT under Increasing #Tasks 

 

Figure 7: # executable instruction length varying 
 

Figure 7 illustrates the average response times for the “DE-ABCA-LB, LBA-HB, HBB-LB, and ABC-LB” 
algorithms, as the executable instruction length ranges from 1000 to 10000. The DE-ABCA-LB consistently 
outperforms the others, with response time reductions of approximately 9.02%, 10.12%, and 12.74% 
compared to LBA-HB, HBB-LB, and ABC-LB, respectively. This advantage stems from its ability to minimize 
load distribution fluctuations across virtual machines, thus reducing variability in VM utilization. This 
efficiency is due to its adaptive threshold mechanism, which helps ensure a balanced workload distribution 
by controlling load variations across VMs. 

 
8. CONCLUSION 

 
This study introduced the DE-ABCA-LB load balancing method, which combines the strengths of Differential 
Evolution (DE) and Artificial Bee Colony (ABC) methods to efficiently allocate virtual machines (VMs) and 
hosts for incoming tasks in a cloud environment. The DE-ABCA-LB scheme exhibits significant advantages in 
reducing mean response time. When tested on task volumes ranging from 100 to 1000, it achieved reductions 
in response time of 8.02%, 10.12%, and 12.84% with respect to the LBA-HB, HBB-LB, and ABC-LB schemes, 
respectively. Similar positive results were obtained when the executable instruction length varied from 1000 
to 10000, underscoring the scheme's stable performance across different workloads. Additionally, the 
scheme significantly improved mean execution time, outperforming the LBA-HB, HBB-LB, and ABC-LB 
algorithms by 11.54%, 12.36%, and 14.64%, respectively, as task volumes increased from 100 to 1000. In 
terms of task migration efficiency, DE-ABCA-LB showed notable effectiveness. With the number of VMs 
increasing from 2 to 10, the scheme reduced task migrations by 5.52%, 5.81%, and 6.84% compared to LBA- 
HB, HBB-LB, and ABC, respectively. Under task volumes ranging from 100 to 1000 with a stable number of 
VMs, task migrations decreased by 3.85%, 4.68%, and 5.32%, respectively. These outcomes demonstrate the 
robustness and flexibility of the DE-ABCA-LB scheme in managing load distribution and minimizing 
overhead in dynamic cloud environments. 
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